Practice Set 4 Fall 2017

1. Exercise 3.1.2 on Page 146:

The mgf of a random variable X is (§ + %et)g. Show that
29\ (1\* 2\
P(py—2 X 20) = = = .
woar<x<wr =1 () (5) ()

Since the M(t) of X is (3 + %et)g, we have that X is a binomial distribution with n = 9,
p=23%u=np=230"=np(l—p) =2 Therefore, p — 20 =3 —2v2,u+20 = 3+2V2.
Thus

Answer:

P(i—20 < X < 5 420) = P(X = 1,2,3,4,5) = }_ <9> (;) (;)9

x=1 \¥
2. Exercise 3.1.16 on Page 148:

Show that the moment generating function of the negative binomial distribution is M(t) =
p'[1 — (1 — p)e']~". Find the mean and the variance of this distribution.
Hint : In the summation representing M(t), make use of the Maclaurin’s series for (1 —

w) "

Answer:

Let Y has a negative binomial distribution, so we have that

+r—1\ ,
P(Y=y)= (yr—l >p(1_p)y, y=0,1,2---

M(t) = Ee'Y
- +r—1 .
_ Z(yr—l >etyp 1-p), y=0,1,2--
y=0
r — +r—1
-7 Z(y y >[(1—P>et]y, y=012--
y=0

Because

where w = (1 — p)e’.
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3. Exercise 3.2.1 on Page 154:

If the random variable X has a Poisson distribution such that P(X = 1)

P(X =4).
Answer:
Since P(X = x) = efi,“, SO

e M _ e M\2
12!

Then, we have that A = 2.
Thus,

4. Exercise 3.2.13 on Page 155:

Let X and Y have the joint pmf p(x,y) = e 2/[x!(y —x)!], y = 0,1,2,..

elsewhere.

(a) Find the mgf M(ty, t,) of this joint distribution.

= P(X = 2), find

., x=01,...,y, zero

(b) Compute the means, the variances, and the correlation coefficient of X and Y.

(c) Determine the conditional mean E(X|y).
Hint : Note that
Y
Y lexp(t)]yt/ [x!(y — x)1] = [1+exp(t)]"-
x=0

Answer: for (a),

M(tl/ t2) — Ee(t1X+t2Y)
o Y -2
- Yy plixthy) €~
y=0x=0 X!(]/—x)!

© ohye—2 Y etlxy!

) v = x!(y — x)!

0 etz}/e—z
= Y ey
y=0 7"

£ Lo e
y=0 y!
= e Zexp{(1+eM)el}.
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For (b),
E(X)=1, E(Y)=2, E(X?) =2, E(Y?) =6, Var(X) =1, Var(Y) =2, p = %
For (c),
B B Y e—2 _ e—2 Y y! _ 2Yp—2
P(Y =y) _J;)x!(y—x)! - Wx;‘)x!(y—x)! !
e xMy—x)] y! 1
PX]Y =y) = (2e=2)/y! xl(y—x)! 2V
YV |y (y—1)! Y
ExlY =y) Zx Wy -2 5= ylg = Dy — >.]—z-

5. Exercise 3.3.24 on Page 166:

Let X;, X5 be two independent random variables having gamma distributions with param-
eters a1 = 3,1 = 3 and ap = 5, B2 = 1, respectively.

(a) Find the mgf of Y = 2X; 4 6X5.

(b) What is the distribution of Y ?

Answer:
1 a—1,—x/B
flx) = Twp ~ ¢ 0 < x < oo,
For (a), since
1 00 1
2tX = JE— 2tx —1 *X/‘B
ke T(a) /0 ¢ ﬁa dx
pry yi o X ‘B _ x(1-2tp)
= * x—1,-y
(1-2tp)* /0 rw? ¢
_ 1
T (1-2p)e
Similarly, we obtain that
1
otx _ L
Ee™" = 6By

So we have that
M(t) = Ee!?Xit6X2) — pp2tXi Epbt% — (1 —61)78, (t < 1/6).

For (b), by the mgf of Y in (a), we have that Y has a Gamma distributionand « = 8, = 6.
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6. Exercise 3.4.28 on Page 178:

Let X; and X; be independent with normal distributions N(6,1) and N(7, 1), respectively.
Find P(X; > X»).
Hint : Write P(X; > Xp) = P(X; — X2 > 0) and determine the distribution of X; — X5.

Answer: Let Y=X; — Xp, since X; and X, are independent with normal distributions, we

have that

My, (t) = EetX1 = p(61+37), M _x,)(t) = Ee™ = e(~7H 1),
and
My (t) = Ee!Y = Ee!X1Ee~1X2 = o(~+1%),
Therefore, we obtain that Y has a normal distribution N(—1,2). Thus,

P(X;—X;>0)=P(Y >0)=1-d(1/V2).

7. Exercise 3.6.10 on Page 196:

Let T = W/+/V/r, where the independent variables W and V are, respectively, normal
with mean zero and variance 1 and chi-square with r degrees of freedom. Show that T? has
an F-distribution with parameters ry = 1and r, = r.

Hint : What is the distribution of the numerator of T2?

Answer:

Since T = W/+/V/r, we have that T> = W?/(V/r) = (W2/1)/(V/r). Moreover, W is
N(0,1), then we have that W? is chi-square with 1 degrees of freedom. The variables W and
V are independent, so W? and V are independent. Thus, T? is F-distribution with 1 and r

degrees of freedom.

8. Exercise 3.6.13 on Page 196:

Let X1, X; be iid with common distribution having the pdf f(x) = ¢, 0 < x < oo, zero
elsewhere. Show that Z = X; /X5 has an F-distribution.

Answer:

This question I explained wrongly in the class, as you can not multiply the m.g.f. directly
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as X; and X; itself are dependent.

Therefore, we need to use the Jacobian:

1

dy' 2
Then, the p.d.f. is

1 1 1

NI

s() :f(iy) X5 = Ee_

Then correspondingly we can have the m.g.f.
My, (t) = (1-2t)"2, (t<1/2).

Or otherwise you do not use the m.g.f, just directly observe the p.d.f and recognise that Y;

is chi-square with 2 degrees of freedom. Moreover, X; and X, are iid, so we have that

_ X1 2X1/2 .
X, 2X,/2 Y,

Thus Z has an F-distribution.
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