STATISTICS 743 (Part I)

The following definitions of common probability distributions, their means and variances may be

used without proof in your solutions.

The probability mass or density functions are 0 outside of the values or ranges of values specified

below.

e The binomial(n, p) probability mass function is
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feln = (ra-pr e=0
where n is a positive integer and 0 < p < 1.
If X ~ binomial(n,p) then E(X) = np and Var(X) = np(1 — p).
e The Poisson(\) probability mass function is
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r=0,1,...

where A > 0

If X ~ Poisson(A) then E(X) = X and Var(X) = .
e The Geometric(p) probability mass function is
flalp)=pd-p* " z=12...

where 0 < p < 1.

If X ~ geometric(p) then E(X) = 1/p and Var(X) = (1 — p)/p*.
e The Negative Binomial(r, p) probability mass function is
r+x—1Y\ , .
flz|r,p) = . p" (1 —p) r=0,1,...

where r is a positive integer and 0 < p < 1.

If X ~ negative binomial(r, p) then E(X) = r(1 — p)/p and Var(X) = r(1 — p)/p*.



The uniform(a, b) probability density function is

1
f(l"a,b):m a<x<b.

where a and b are real numbers with b > a.

If X ~ uniform(a,b) then E(X) = (a +b)/2 and Var(X) = (b — a)?/12.

The univariate normal(u, 0?) probability density function is

2y _ 1 (z — p)?
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where i € IR and o2 > 0.
If X ~ normal(yu,c?) then E(X) = p and Var(X) = o2

The exponential(u) probability density function is
1,
faip) =~ w30,
o
where 1 > 0.
If X ~ exponential(y) then E(X) = p and Var(X) = p?.

The gamma(cq, ) probability density function is

flo;o, ) = Wxa_le_m/ﬁ x = 0.

where o > 0 and § > 0 and the gamma function is defined as

If X ~ gamma(a, 3) then E(X) = a8 and Var(X) = o

If a random variable X has a gamma distribution with § = 2 and a = p/2 then we say that

X has a chi-squared distribution with p degrees of freedom.

The beta(a, §) probability density function is
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o7 (1 — 2)P! 0<z<l1.
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where aw > 0 and 5 > 0.
If X ~ beta(a, 8) then E(X) = o/(a + 3) and Var(X) = af/((a + B8)*(a + B +1)).



The following results may be used without proof in your solutions

If A and B are any two events then Pr(A|JB) = Pr(A4)+ Pr(B) — Pr(A) B).

If Ay, As, ... is a partition of a sample space and B is any event in the same sample space
then
Bl AYP(A,
Pt B) - PBIAIPLA)
> P(B|A)P(4))
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If X is a random variable then the moment generating function of X is defined to be My (t) =

E (etX ) provided this expectation exists for ¢ in a neighbourhood of 0.

lim (1 + a_n) = exp { lim an}.
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A distribution is said to be in the exponential family if its probability density or mass function

f(z|0)= 0) exp {Z w; (0)t;( }

for positive function h(z) and ¢(8).

can be written as

A distribution is said to be in a location-scale family if its probability density function can be
1 T —
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If X and Y are two random variables with joint density (or mass) function fy, then the

written as

for some density function g.

conditional density (or mass) function is defined to be

fxx(z,9)
fx(z)

where fy is the marginal pdf or pmf for X obtained by integrating or summing f , over all

frixy| X =2) =

possible values of .

For any two random variables X and Y we can write E(X) = E(E(X |Y)) and
Var(X) = E(Var(X |Y)) + Var(E(X | Y)).

The correlation coefficient between two random variables X and Y is
Cov(X,Y)
Px,y
\/ Var(X)Var(Y)

where the covariance is Cov(X,Y) = E((X — E(X))(Y — E(Y))) = E(XY) — E(X)E(Y).



The bivariate normal distribution has joint pdf

1

2wo1094/1 — p

f(l"l,iﬁz) =

2

1 (21— p)* (2= p2)* (21— ) (@2 — )
(e )}

>< —
exp{ 2(1 - p?) o b 0109

where 1 and po are the marginal means, o} and o5 are the marginal variances and —1 < p < 1

is the correlation between the two components of the random vector.

If Xq,...,X, are random variables and a4, ..., a, are constants then
i=1 i=1

Var <Z al-Xi> = Z azVar(X;) + 2 Z a;a;Cov(X;, X;)
i=1 i=1

1>7

X, -% X if lm Pr(X, < z) = Pr(X < z) at every point x at which the cumulative

n—o0
distribution function of X is continuous.

X, %+ X if, for every £ > 0, lim Pr(|X, — X| <¢) = 1.
n—oo

X, X = x, -4 X

A sequence X1, Xs, ..., is bounded in probability if for every ¢ > 0 there exist constants B,
and N. such that n > N. = Pr(|X,|<B.)>1—c¢.

If U ~ Uniform(0,1) and F is a cumulative distribution function with inverse F~! then
X = F~1(U) has cumulative distribution function F.

A statistic T'(X) is sufficient for the parameter @ if the joint pdf (or pmf) of X can be written
as f(x | 0) = g(T(x),0)h(x) for every x.

The family of sampling distributions of a statistic 7" is complete if
Eo(g(T)) = 0= Pry(g(T) = 0) = 1 for every possible



