STAT743 FOUNDATIONS OF STATISTICS (PART 1II)

Winter 2019

Assignment 3 Solutions

Q.1 a) Since the sample come from a normal population with variance o2, we know that
T=(n-1)5%/0% ~X2_, s0

F(cS) = \/%E(\/T)

/ Vit
vn—1 ['((n—1)/2)20=1/2
B coT'(n/2)V2 /°° 1 1t
D V/2vn Th T

cl'(n/2)v/2
P((n—1)/2)vn -1

t"7 le~5 gt

Hence we should take

_ F((n—1)/2)vVn—1
I'(n/2)v2 '
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b) As suggested I will work with Y3,...,Y,, where Y; = X; — u. Note that
Y = X—pu S2 = 52
and E(Y) =0 so
Cov (X,52) = Cov(¥,52)
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Now the first of these expectations is
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(because Y; and Y; are independent for i # j)
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The second we get similarly
() = e ((5) (5) (5)
" i=1 j=1 k=1
1 n n n
= EZZZE(Y;Y}Y’?)
i=1 j=1 k=1
_ 3ZE (V3) +—ZZE (ViY2) + Z > EMYY)
n =1 ]751 =1 Z k%{z]}
1
SE IR ) 0ICELARED 3) D) JELCEIAENY
" T WS )
1
= EE (Y?)
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Hence we have
— 1 n
Cov(X,8%) = —{E(r") - B (YY)}
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= e
= —E((X -p)°)
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Q. 2

a) Let X; ~ X2 and X, ~ X7 be independent random variables. Then their joint pdf is

given by
_ 1 p/2—1_q/2—1 —(z1+a2)/2
Tanlon®) = 5 oy mparan™t 2
Consider the transformation
T1/p
u = — T, = puv
Ta/q =
T2

The Jacobian of this transformation is

pv - pu
J = = pqu
0 q
and the support is
O<a <@ 0 < puv < 00 0<u< oo,
= =
0<z9 <00 0<qu<oo 0<v<oo
[4 marks]
Hence the joint density of (U, V) is
fulu,v) = 1 (w2 (qu)t/ 2 e 2 pgy| 0SS
S T'(p/2)T(g/2)2w+0)/2 0<v<oo
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['(p/2)T(q/2)2w+0)/2 2 0<v<o00

[2 marks]

We now integrate to get the marginal density for U
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b) Let Y ~ F,, then we can write

4 Xi/p
Xa/q
where X; ~ ng and Xy ~ Xg are independent random variables so we have

E(Y) = JB)E (YY)

2
B(Y?) = LB(XF)E (Y
From the information on Page 623 we know that
E(X1)) =p E(X]) = 2p+p°

so we only need to find the moments of the reciprocals of a chi-squared random variable.
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Thus, the moments of the F' distribution are
q 1 q :
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c) Suppose that X ~ F,, and let

__/oX
L+ (p/9)X
The inverse of this transformation is
qy dx q
€Tr = :> - = = -
p(l—y) dy  p(1—y)?

and the support of the distribution is fond by

X X X
0<zr<oo = 0<p_<1+p—<oooo -~ 0< (p/q)

M2 g
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[3 marks]
Using the result of part (a) for the density of X and Theorem 22 in my notes, the

density function for Y is

frly) = fx <p(1qg y)) ‘p(lzy)Q

_ e oy Gw)” |
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We now recognize this density as that of a Beta random variable with parameters
a=1p/2and B = q/2.

[3 marks]



Q. 3 a) For convenience I will use X, to denote a random variable having a x? distribution.
Now suppose that X, and X,_, are independent Chi-squared random variables. Then

we have, from textbook Lemma 5.3.2, that X, + X,_, ~ XZ.

Hence, for any a > 0 we have

P(X, > a) = PX,+X,—y > a)
= P(X; > a-X,)
> P(Xy > a| Xp—qg > 0)P(X,—g > 0)
= P(X, > o)P(X,—, > 0) independence of X, and X,_,
= P(X, > a) since P(X,_, > 0)=1

[5 marks]

b) In parts (b) and (c) of this question I will let ¢(-) and ®(-) denote the probability density

function and cumulative distribution function of the standard normal respectively.

Let Y = min(Z, Zs). To show that Y does not have a standard normal distribution it

is only necessary to show that
P(Y < a) £ 9(a)
for at least one a € IR. It is easiest to take ¢ = 0 which I will do here.

PY €0 = 1-PY > 0)
— 1-P(Z > 0, Zo > 0)
= 1-P(Z, > 0)P(Zy > 0) by independence of Z; and Z,
= 1-05x%x0.5
= 0.75

£ 3(0)

Hence Y is not standard normal. [4 marks]



Now consider the cumulative distribution function of Y?2.

Faly) = P(Y? < y)

Vi <Y < V)

= P(Y < i) - P(Y < — )

= (1-P(Y>yy) - (1-P(Y > —p))
= P(Y > — 5 —P(Y > )

= P(% >~ % > — ) —-PZ >
= P(Z >

= (1-®(-yp)* - (1-2(vw)’

= (o(v¥)' -

= 20(yy) - 1

Hence the probability density function of Y2 is
d d

Y Zy > —\Y)
—VUP(Zs > —\y)—P(Z1 > —)P(Zs > —/y)

)
(1- @(\/@)) by symmetry of the standard normal

[6 marks]
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which we recognize as the pdf of the gamma(a = 0.5, 5 = 2) distribution and that is

the x? distribution so we have that Y2 ~ 2.

[4 marks]

c) If we now define Y = min(Zy,...,Z,) where Z1,...,Z, are independent standard

normal random variables then by the same process as in part (b) we have that the cdf

of Y2 is
Fap) = P(—VG < Y < Vi)
— P > — i)~ PV > VD)
= P(ZZ = —\/Q,Z:].,,TIJ—P(ZZ > —\/ﬂ,izl,...,n)
= P(Z1 =

—VUP(Zy = —\y) —P(Z1 > —\yP(Z > —\/y)

Since we saw in part (b) that the cdf of the X7 distribution is 2®@(,/y) — 1, we see that

Y2 does not have a x? distribution if n > 2.
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[6 marks]



Q. 4

a) First note that

P (Xm <v) = P(Xa) Su, Xy <0) +P (X > u, Xy < 0)

Now we have
P(Xm<v) = P(Xi<vi=1,....n) = [[PXi<v) = (Fx(v)"

Furthermore we see that

P(Xu>u,Xm<v) = Plu<X;<vi=1,...,n)

= HP (u < X; <) (by independence of Xi,...,X,)

provided u < v and the probability is 0 otherwise. [2 marks]
Hence the joint cdf of X(;) and X, is

Fxyoxg (@,0) =

We can get the joint pdf by taking derivatives of this to get

82
Py (W 0) = Judv Pyt (:0)

_ (%{nfx(u)(FX(U)—Fx(u))n_l} ifu<w

0 ifu>wv

n(n—1)fx(w) fx(v)(Fx(v) — FX(U))n_2 ifu<w
0 ifu>w

[2 marks]



b) For the exponential(f) I will use the form in your textbook but either standard param-
eterization is acceptable. Then from the result of in part (a) we have that the joint
density of (X(1), X(n)) is

1 —z 1 —z —z1 —x n—2
Fxqyxo (@1, 20) = n(n—1) (56 /9> (56 /9> (/% —em/?)

n(n — 1)6_(

2
7 w1+2n)/0 (e_“/e — e_”"/‘g)n for 0 < x1 < z,, < 00

[2 marks]
Now let us consider the transformation W = X,y — X(1) and U = X
w=2x, — I T =1u 1 0

U= I T, =uU+w 11
The support of the transformation is found from

O<u<oo
I<m<zr, <0 = I<u<utw<oo =

D<w< o

[2 marks]

Hence the joint density of (U, W) for u > 0 and w > 0 is

fW,U(wuu) = fX(l),X(n)<u7u+w>
n(n_l)—uw —u —(u+w n—2
= —F (2u+w)/6 (e /0 _ o—(ut )/9) x [1]
—1 n—
_ ”(”92 )e_zu/ee—w/ee—(n—2)u/e (1 B e—w/e) 2

n .. n—1 _, w0\ 2
= <5e /9> (Te /9(1—e /9) )

[2 marks]

Since the joint density factors into separate functions of u and w for all (u,w) € IR* we

see that W = X,y — X1y and U = X(3 are independent random variables. [1 mark]



From the second part of Theorem 6.15 we know that the marginal density of Xy is

n— 1 n—

fx. () = nfy(u)|l1—Fx(u Vo g Ze /o) (emw/? b ﬁe_"“/e foru >0
) 0 0
[1 mark]
From this and the independence of W and U we get
fWU(wa U) n — 1 —w/f —w/6 n—2
w) = ’ = e (1l—e™" for w >0

) = Ty = e

[1 mark]

Casella and Berger 5.24

From the first part of the question we have

2

0 0

1/, x1\"2 nn-—1)(z,—x)"
fx(l),X(n)(l‘l,fEn) - n<n_1)ﬁ< ) = on

[1 mark]
Now we consider the bivariate transformation W = X1)/X,), U = X(,) from which

we get
T
w o= — 1 = uw w U
T, = = J = = —u
U = Ty, T, = U 1 0

The support of the distribution is found from

O<u<b
O<ri <z, <l = OI<uww<u<l =
O<w<l1
[2 marks]
Hence the joint density of (U, W) is
fU,W(u7 'lU) = fX(l),X(n) (uw,u)|J|
-1 _ n—2
= nin = D{u = uw) | — ul for 0 <wuw <u<¥6

en

- Ty, (1—w)"? forO<u<d, 0<w<1

[2 marks]

Since this joint density factors into a function of v alone and a function of w alone, the

random variables U = X,y and W = X(1)/ X5, are independent. [1 mark]
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From Theorem 6.18 we have that the cdf of X, is

Fy  (z) = <%>n for0 <z <4

and so the density of the maximum is

nxn—l

fxon(@) = o for0 <z <0

From the independence of X(,) and X(1)/X,) we then have that the density of W =
X(l) / X(n) is

fW,X(U (w7 ‘r)

fw(w
W( ) fX(l)(x)
(n(zrtl)mnfl(l _ w)n72>
(*5)
= m-D1-w)"?* O<w<l
So we see that W = X(1)/X@) ~ beta(l,n — 1). [2 marks]
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