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Projective splitting obstruction

groups for one-sided submanifolds

Yu. V. Muranov and I. Hambleton

Abstract. A geometric diagram of groups, which consists of groups equipped with
geometric antistructures, is a natural generalization of the square of fundamental
groups arising in the splitting problem for a one-sided submanifold. In the present
paper the groups LS∗ and LP∗ of such diagrams are defined and the properties of
these groups are described. Methods for the computation of LSp∗ , LP

p
∗ -groups and

natural maps in diagrams of exact sequences are developed in the case of a geometric
diagram of finite 2-groups.

Bibliography: 21 titles.

§ 1. Introduction

Let f : M → Y be a simple homotopy equivalence of closed n-manifolds, and let
X ⊂ Y be a submanifold of codimension q. The map f splits along the submanifold
X ⊂ Y if there exists a map g in the homotopy class of f such that

(i) the map g is transversal to X, so that, in particular, g−1(X) = N is a
submanifold of M of codimension q;

(ii) the restriction of the map g to the submanifold N

g
∣∣
N

: N → X

and the restriction of g to M \N

g
∣∣
M\N : (M \N)→ (Y \X)

are homotopy equivalences.
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There exist splitting obstruction groups LSn−q(F ) that depend functorially on
the push-out square

F =

π1(∂U) −→ π1(Y \X)
↓ ↓

π1(X) −→ π1(Y )

 (1.1)

of fundamental groups with orientation, where U is a tubular neighbourhood of the
submanifold X in Y ; these groups depend on the dimension n − q mod 4 (see [1]
and [2]). For simplicity we shall denote the groups with orientation in the square F
as follows:

F =

A −→ C
↓ ↓
B −→ D

 . (1.2)

Let f : M → Y be a normal map of degree 1. Then there exists an obstruction to
the existence of a map g with properties (i), (ii) in the class of the normal cobordism
of the map f . This obstruction lies in the group LPn−q(F ), which also depends
functorially on the square F and depends on n − q mod 4.

The groups LS∗(F ) and LP∗(F ) are closely related to the L-groups and natural
maps in the L-theory. For instance, these groups fit into the commutative diagram
of exact sequences (see [1] and [2])

→ Ln+q(C) −→ Ln+q(D) −→ LSn−1(F ) →
↗ ↘ ↗ ↘ ↗ ↘

LP n(F ) Ln+q(C → D)
↘ ↗ ↘ ↗ ↘ ↗

→ LSn(F ) −→ Ln(B) −→ Ln+q−1(C) →

,

(1.3)
where almost all maps have a natural geometric description.

If X is a one-sided submanifold of the manifold Y and the horizontal maps in the
square F are isomorphisms, then the groups LS∗(F ) coincide with the Browder–
Livesay groups LN∗(C → D). Such a pair of manifolds is called a Browder–Livesay
pair. The groups LPn for a Browder–Livesay pair coincide with the relative groups
Ln+1(i!), where i! : Ln+1(B)→ Ln+1(A) is the transfer map.

The Browder–Livesay groups are used in many geometric problems. For example,
these groups are applied to the investigation of involutions on manifolds and to the
problem of the realization of elements of the Wall groups by normal maps of closed
manifolds (see [3]–[6]).

From the algebraic point of view the Browder–Livesay groups LN∗(C → D)
are the L-groups of the ring with antistructure (ZC, α, u), where α(x) = tx̄t−1,
u = −w(t)t2, t ∈ D \ C, and the bar denotes the standard involution in the ring
ZC : Σngg → Σngw(g)g−1, where w : C → {±1} is the orientation homomorphism.

The case of a one-sided submanifold, when the horizontal maps in the square F
are epimorphisms, was considered in [7]–[10]. The square (1.1) is called in this case
a geometric diagram [7], [8]. In particular, the groups LS∗ and LP∗ are defined for
a square of antistructures (see [9] and [10]) in which the horizontal maps are
epimorphisms and the vertical maps are quadratic extensions of antistructures [11].



Projective splitting obstruction groups for one-sided submanifolds 1467

A square of antistructures of this type can be obtained from the geometric diagram F
by a passage to the square of group rings with standard involutions.

It must be observed that in geometric applications we encounter only anti-
structures of a special type that arise as antistructures on the group rings of groups
with additional structures.

A geometric antistructure [12], [13] is a group π with an additional structure
(see § 2) that gives one the possibility of defining in a natural way an antistructure
on the group ring Rπ. Only such antistructures are possible for the Wall surgery
obstruction groups or the Browder–Livesay groups.

At present there exist effective methods for the computation ofL-groups and LN -
groups in the case of finite hyperelementary groups (see, for example, [6], [12]–[15])
and, in particular, in the case of finite 2-groups. These groups occupy a special
place in surgery theory since the range of the map σ : [M,G/TOP ] → Ln(G,w)
in the Sullivan exact sequence is described by means of the L-group of the Sylow
2-subgroup of G [16]. The most complete results in computation were obtained for
the projective L-groups (see [12] and [15]) introduced by Novikov [17].

In this paper we introduce the concept of geometric diagram of groups. This is a
commutative square of groups equipped with geometric antistructures in which the
horizontal maps are epimorphisms and the vertical maps are inclusions of index 2.
In addition, all maps of groups must be morphisms of geometric antistructures. The
geometric diagram of groups is a natural generalization of the square F arising in the
splitting problem for a one-sided submanifold. For geometric diagrams of groups,
using the methods of [9] and [10] we define the LS-groups and the LP -groups
and describe their properties. In the case of finite 2-groups with antistructures we
obtain fairly complete results, which are necessary for the computation of the LSp∗
and LP p∗ -groups and the natural maps in the diagram (1.3). In fact, we reduce
the computation of these groups and the natural maps to the computations for the
Lp∗-groups carried out in [12].

§ 2. A geometric diagram of groups

First, we recall the necessary definitions.
Let R be a ring with 1. An antistructure is defined by a triple (R, α, u), where α

is an anti-automorphism of the ring R and u ∈ R∗ is a unit such that α(u) = u−1

and α2(x) = uxu−1 for each x ∈ R. In this case the Wall groups LXn (R, α, u) are
well defined for any subgroup X ⊂ Ki(R), i = 0, 1, that is invariant under the
involution induced by α [18]–[20].

Let R be the group ring Zπ and let V be the image of {±π} in K1(Zπ). The
surgery obstruction groups Ln(π, w) = Lsn(π, w) are isomorphic to LVn (Zπ, ,̄ 1) in
even dimensions, and one must take the quotients of the groups LV2k+1(Zπ, ,̄ 1) by
the subgroupsZ/2 generated by the class of the automorphism σ [18]. We shall use
similar agreements also for Browder–Livesay groups.

Let (R, α, u) be an antistructure with unit v ∈ R∗. There also exists an anti-
structure (R, β, u1) such that u1 = vα(v−1)u and β(x) = vα(x)v−1 for each x ∈ R.
Then one can consider the scaling isomorphism Ln(R, α, u) ∼= Ln(R, β, u1) induced
by the multiplication of the quadratic form by v on the left [18], [11].

A geometric antistructure [12], [13] on a group π is a 4-tuple (π, w, θ, b), where
w : π→ {±1} is an orientation homomorphism, θ ∈ Aut(π), b ∈ π, and the following
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conditions hold:
(i) wθ(g) = w(g) for all g ∈ π,

(ii) θ2(g) = bgb−1 for all g ∈ π,
(iii) θ(b) = b and w(b) = 1.

(2.1)

An orientation of a geometric antistructure is defined by an invertible element
ε ∈ R∗ such that ε̄ = ε−1, where the bar denotes an involution in the ring R.

The associated antistructure (Rπ, α, u) consists of the group ring Rπ with anti-
automorphism

α : Σrgg → Σr̄gw(g)θ(g−1)

and unit u = εb.
Let (π, w, θ, b, ε) be an oriented geometric antistructure and let c ∈ π. We can

define another geometric antistructure (π, w, θc, bc, εc) [13], where θc(x) = cθ(x)c−1

for each x ∈ π, bc = cθ(c)b, and εc = w(c)ε. Then the antistructure associated with
(π, w, θc, bc, εc) is scaling-equivalent to the antistructure (Rπ, α, u) [13].

In what follows we shall consider the case when r̄ = r (r ∈ R) and ε = ±1.
Hence the oriented geometric antistructure (π, ε) defines an antistructure on the
ring Rπ.

In geometry, L-groups occur as surgery obstruction groups L∗(π, w), where π is
the fundamental group of a Poincaré space endowed with an orientation homo-
morphism w : π → {±1}. The L-groups of a ring with non-trivial antistructure
occur in the splitting problem for Browder–Livesay pairs of manifolds X ⊂ Y .
In this case the map π1(Y \ X) → π1(Y ) in the square (1.1) is the inclusion of
index 2 of groups with orientation. Moreover, an arbitrary inclusion (π → G,w)
of index 2 of groups with orientation produces the Browder–Livesay groups

LN∗(π → G,w) ∼= L∗(Zπ, α,−w(t)t2), (2.2)

where t ∈ G \ π and α(x) = tx̄t−1. The Browder–Livesay groups LNn(π → G,w)
coincide with the surgery obstruction groups Ln+1+w(t)(π) if π ⊂ G is a direct
summand.

Remark 2.3. The antistructure in (2.2) depends on t. It is easy to verify that one
can obtain another antistructure, (Zπ, β,−w(τ)τ2) with τ = vt, v ∈ π, from the
antistructure in (2.2) by means of scaling by v (see, for example, [5]). To avoid
functorial problems we shall identify each group L∗(Zπ, α,−w(t)t2) with the sub-
set of the direct product

∏
t∈G\π L∗(Zπ, α,−w(t)t2) consisting of elements whose

components are connected by the scaling isomorphism (see [5]). The identification
is given by the projection onto a coordinate plane. Hence L-groups depend on the
class of scaling-equivalent antistructures.

An arbitrary geometric antistructure (π, θ, w, b) defines an inclusion i : π → G of
index 2 [12], where

G = {π ∗Z/tgt−1 = θ(g) : t2 = b}.
Using the orientation of the geometric antistructure we can regard i as a map
w : π → {±1} of groups with orientation, w(t) = −ε. The inclusion (π → G,w)
induces the short exact sequence

1→ π → G→Z/2→ 1, (2.4)
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in which the map π→ G agrees with the orientations. Thus, the oriented geometric
antistructure (π, θ, w, b, ε) gives rise to the exact sequence (2.4), which we denote
by S(π, θ, w, b, ε).

The L-groups of the associated antistructure are isomorphic to the Browder–
Livesay groups

L∗(Zπ, α, εb)∼= LN∗(π → G,w).

Example 2.5. Each group π with orientation w gives rise to the geometric anti-
structure (π, w, θ, b), where θ = Id is the identity map, and b = e is the unity
element. In this case G = π ⊕Z/2.

Example 2.6. Let π be the cyclic group Z/2r+1 with generator x, let b = x2r ,
and let θ(x) = x−1. Then i will be the standard inclusion of the cyclic group π in
the quaternion 2-group G.

A morphism of antistructures

f : (R, α, u)→ (R′, α′, u′)

is defined by a ring homomorphism f : R→ R′ such that f(u) = u′ and α′f = fα.
We shall denote by RA the category of classes of scaling-equivalent antistructures
with these morphisms.

We define a morphism

f : (π → G,w) −→ (π′ → G′, w′) (2.7)

of inclusions of index 2 of groups with orientation as a homomorphism f : G→ G′

such that w′f = w and there exists a commutative diagram

1 → π → G → Z/2 → 1
↓ ↓ f ↓ ∼=

1 → π′ → G′ → Z/2 → 1
. (2.8)

We denote by GI the category consisting of such exact sequences defined up to inner
automorphisms, and such morphisms.

For an arbitrary ring R the morphism f in (2.7) induces a morphism of anti-
structures

fa : (Rπ, α,−w(t)t2)→ (Rπ′, α′,−w′(f(t))(f(t))2).

To see this it suffices to verify the condition α′fa = faα, where α and α′ are defined
as in (2.2). Using our agreement in Remark 2.3 we obtain the functor

H : GI→ RA.

Let (π, w, θ, b) and (π′, w′, θ′, b′) be geometric antistructures with orientations ε
and ε′, respectively. We define a morphism of oriented geometric antistructures

f : (π, ε)→ (π′, ε′) (2.9)
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as a homomorphism f : π→ π′ such that

(i) w′f(g) = w(g) for each g ∈ π,
(ii) θ′f(g) = fθ(g) for each g ∈ π,

(iii) f(b) = b′ and ε = ε′ ◦ f.
(2.10)

Let GA be the category of scaling-equivalent oriented geometric antistructures and
these morphisms.

The map f induces a map S(f) of inclusions of index 2 of groups with orientation
S(π, θ, w, b, ε)→ S(π′, θ′, w′, b′, ε′). Thus, the map S is a functor

S : GA→ GI.

Under the assumptions (2.10) the map f induces a morphism of the associated
antistructures for the ring R:

F(f) : (Rπ, α, εb)→ (Rπ′, α′, ε′b′), (2.11)

and therefore we obtain a functor F from the category of oriented geometric anti-
structures GA to the category RA.

As is clear from the definitions, the following diagram is commutative:

GA
F−→ RA

S↘ ↗ H

GI

.

We consider now a morphism

i : (π, w, θ, b)→ (π′, w′, θ′, b′)

of geometric antistructures such that the map i is an inclusion π → π′ of index 2.
We can identify the group π in this case with a subgroup of π′, b with b′, and w
with w′. We shall denote such an inclusion of index 2 by (π → π′, w, θ, b), and we
shall call it an inclusion of index 2 with geometric antistructure. We can equip this
inclusion with an orientation ε.

Recall the definition of a quadratic extension of antistructures [11]. Let (R, α, u)
be an antistructure and let (ρ, a) be a structure on the ring R, that is, ρ is an
automorphism of R, a ∈ R∗, and we have ρ(a) = a and ρ2(x) = axa−1 for x ∈ R.
The quadratic extension of an antistructure (R, α, u) with respect to the structure
(ρ, a) is the antistructure (S, α, u) such that S = R[t]/(t2−a), tx = ρ(x)t, α(t)t ∈ R,
and α2(t) = utu−1.

We denote by i the inclusion of antistructures

(R, α, u)→ (S, α, u)

and let γ be the automorphism of the ring S over R defined by the formula
γ(x + yt) = (x − yt), x, y ∈ R. The automorphism ρ extends to the ring S in
accordance with the formula ρ(x + yt) = t(x+ yt)t−1, x, y ∈ R. There also exists
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another antistructure (S, α̃, ũ) on the ring S, where α̃ = ργα and ũ = −tα(t−1)u.
Since ũ ∈ R and the ring R is α̃-invariant, the antistructure (R, α̃, ũ) is well defined.
The quadratic extension of antistructures

(R, α̃, ũ)→ (S, α̃, ũ)

coincides with the homomorphism i as a map of rings.
Let (π → G,w, θ, b, ε) be an inclusion of index 2 of oriented geometric anti-

structures. For each t ∈ G \ π this inclusion defines a quadratic extension of the
associated antistructures

(Rπ, α, u)→ (RG, α, u)

with respect to the structure (ρ, a), where u = εb, α(Σrgg) = Σw(g)rgθ(g
−1),

a = t2, and ρ(Σrgg) = Σrgtgt
−1, rg ∈ R, g ∈ G. To demonstrate this it is sufficient

to verify the condition α(t)t ∈ Rπ, which is obvious since θ(π) = π. Hence the
quadratic extension of antistructures

(Rπ, α̃, ũ)→ (RG, α̃, ũ)

is well defined. The antistructure (Rπ, α̃, ũ) depends on t ∈ G \ π.

Remark 2.12. Note that ũ = −εw(t)tθ(t)b,

α̃(t) = ργα(t) = −w(t)ρθ(t−1)

and the antiautomorphism α̃ on the ring Rπ is defined by the formula

α̃(Σrxx) = Σrxw(x)tθ(x−1)t−1 = Σrxw(x)ρθ(x−1), rx ∈ R, x ∈ π.

Lemma 2.13. Let τ = vt(v ∈ π) be another element of G \ π. The antistructure

(Rπ, α̃′, ũ′) obtained by the use of τ in place of t is scaling-equivalent to the anti-

structure (Rπ, α̃, ũ). The antistructure (RG, α̃′, ũ′) is scaling-equivalent to the

antistructure (RG, α̃, ũ).

Proof. Using Remark 2.12 we obtain

α̃′(x) = w(x)(vt)θ(x−1)(vt)−1 = vα̃(x)v−1 for each x ∈ π,
α̃′(t) = α̃′(v−1vt) = α̃′(v−1)α̃′(vt)

= [w(v−1)(vt)θ(v)(vt)−1 ] [−w(vt)(vt)θ((vt)−1)(vt)−1]

= −w(t)vtθ(t−1)(vt)−1 = vα̃(t)v−1,

ũ′ = −εw(vt)vtθ(vt)b,

−vα̃(v−1)ũ = vw(v)tθ(v)t−1 (−ε)w(t)tθ(t)b = −εw(vt)vtθ(vt)b.

Hence, in view of the agreements in Remark 2.3, the class of the antistructure
(Rπ, α̃, ũ) is independent of t ∈ G \ π.
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Proposition 2.14. Let (π → G,w, θ, b) be an inclusion of index 2 with orienta-

tion ε. Then there exists a geometric antistructure (π, w, θ̃, b̃) with orientation ε̃
such that

F(π, w, θ̃, b̃, ε̃) = (Rπ, α̃, ũ).

Proof. Let t ∈ G \ π, ε′ = −w(t), and let ρ be the automorphism of the group π
defined by the formula ρ(x) = txt−1, x ∈ π. Next, let

θ̃ = ρ ◦ θ, b̃ = −w(t)ε′tθ(t)b = tθ(t)b, ε̃ = εε′ = −w(t)ε. (2.15)

We have

wθ̃(x) = w(t(θ(x))t−1) = wθ(x) = w(x),

θ̃2(x) = (ρ ◦ θ)2(x) = t[θ(t(θ(x))t−1)]t−1 = tθ(t)θ2(x)θ(t−1)t−1

= tθ(t)bxb−1(tθ(t))−1 = tθ(t)bx(tθ(t)b)−1 = b̃xb̃−1 for each x ∈ π,
w(̃b) = w([−w(t)ε′]tθ(t)b) = w([−w(t)]2tθ(t)b) = w(b) = 1, since w(θ(t)) = w(t),

and

θ̃(̃b) = tθ[tθ(t)b]t−1 = tθ(t)[θ2(t)]θ(b)t−1 = tθ(t)[btb−1]bt−1 = tθ(t)b = b̃.

Conditions (2.1) are now satisfied. For the associated antistructure we have

ε̃ b̃ = −w(t)εtθ(t)b = ũ,

w(g)θ̃(g−1) = w(g)ρθ(g−1) = α̃(g−1), g ∈ π.

Proposition 2.16. Let i = (π → G,w, θ, b) be an inclusion of index 2 of geometric

antistructures with orientation ε. Then there exists an inclusion ĩ= (π→G, w̃, θ̃, b̃ )

of index 2 of geometric antistructures with orientation ε̃ such that F(̃i) is a quadratic

extension (Rπ, α̃, ũ)→ (RG, α̃, ũ).

Proof. Let w̃(t) = −w(t), w̃|π = w, and let θ̃, b̃, ε̃ be defined by formula (2.15).

Then w̃(t)θ̃(t−1) = −w(t)ρθ(t−1) = α̃(t) and the required result follows from Propo-
sition 2.14.

Proposition 2.17. Under the hypotheses of Proposition 2.16 the antistructures

F(G, w̃, θ̃, b̃, ε̃) and F(G, w̃, θ, b, ε) are scaling equivalent. In particular, the corre-

sponding L-groups are isomorphic.

Proof. Using the definition of the associated antistructure it is easy to verify that
the required scaling is defined by the element t−1.
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Example 2.18. We can consider each inclusion (π → G,w) of index 2 of groups
with orientation as an inclusion (π → G,w, Id, e) of index 2 equipped with a geo-
metric antistructure with orientation ε = 1. Then θ = Id, and we see from (2.15)

that θ̃(x) = txt−1, ẽ = tθ(t)e = t2, and ε̃ = −w(t)ε = −w(t) for t ∈ G \ π and each

x ∈ π. Hence F(π, w, Ĩd, ẽ, 1̃) = (Rπ, β,−w(t)t2), where β(x) = w(x)txt−1 for each
x ∈ π, and β(r) = r for each r ∈ R. In the case when R =Zwe have

Ln(F(π, w, Ĩd, ẽ, 1̃)) = Ln(Zπ, β,−w(t)t2) = LNn(π → G,w).

Definition 2.19. A geometric diagram of groups is a commutative square of ori-
ented geometric antistructures

(π, w, θ, b, ε) → (ρ, w′, θ′, b′, ε′)
↓ ↓

(G,w, θ, b, ε) → (H,w′, θ′, b′, ε′)

in which the vertical maps are inclusions of geometric antistructures of index 2 and
the horizontal maps π → ρ, G→ H are epimorphisms.

Example 2.20. Let F be the commutative diagram of groups (1.2) in the case of
a one-sided submanifold. Note that all maps in the square F agree with orientation
except for the map B → D. This map commutes with the orientation homomor-
phism in the range of the vertical map but not outside this range. For a study of
the algebraic properties of L-functors on such squares we change the orientation on
the group B outside the range of the vertical map, which is an inclusion of index 2.
After such a change all homomorphisms in the square F become compatible with
orientation and we can regard the square F as a geometric diagram of groups

F =

 (A,w, Id, e, 1)
f−→ (C,w′, Id, e, 1)

↓ i ↓ j
(B,w, Id, e, 1)

g−→ (D,w′, Id, e, 1)

 . (2.21)

Let t ∈ B \A, τ = g(t) ∈ D \ C. Then there exists a geometric diagram of groups

F̃ =

 (A,w, ρ, t2,−w(t))
f−→ (C,w′, ρ′, τ2,−w′(τ))

↓ i ↓ j
(B,w, ρ, t2,−w(t))

g−→ (D,w′, ρ′, τ2,−w′(τ))

 , (2.22)

where ρ(x) = Ĩd(x) = txt−1 for each x ∈ B and ρ′(y) = Ĩd(y) = τyτ−1 for each
y ∈ D.

For R =Zthe square of antistructures F(F̃ ) induces the square of L-groups

LNn(A→ B,w) −→ LNn(C → D,w′)
↓ ↓

Ln(B−) −→ Ln(D−)
, (2.23)

which is obtained by using the isomorphism (2.2) and scaling equivalences. Here
the superscript “−” signifies the change of orientation on the elements t and τ .

Remark 2.24. In [9] and [10] the term ‘geometric diagram of groups’ is used only
for diagrams (1.1) in which the horizontal maps are epimorphisms and the vertical
maps are inclusions of index 2.
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§ 3. LSLSLS- and LPLPLP -groups of geometric diagrams of groups

In this section we define LS- and LP -groups and describe their properties in the
case of geometric diagrams of groups

F =

 (π, w, θ, b, ε) → (ρ, w′, θ′, b′, ε′)
↓ ↓

(G,w, θ, b, ε) → (H,w′, θ′, b′, ε′)

 =

 π
f−→ ρ

↓ i ↓ j
G

g−→ H

 . (3.1)

In what follows we shall sometimes write π instead of (π, w, θ, b, ε) if this does
not lead to confusion. We shall use similar agreements for maps and squares of
geometric antistructures.

For a ring T the square F defines the geometric diagram of antistructures [9]

Φ = F(F ) =

 (R, α, u)
f−→ (P, β, v)

↓ i ↓ j
(S, α, u)

g−→ (Q, β, v)

 =

R → P
↓ ↓
S → Q

 , (3.2)

where R = Tπ, P = Tρ, S = TG, and Q = TH are rings with associated anti-
structures. We shall denote the induced map of the associated antistructures in the
same way as the corresponding map of geometric antistructures. The vertical maps
in the square (3.2) are quadratic extensions of antistructures and the horizontal
maps are epimorphisms of antistructures.

Hence (see [9] and [10]) there exists a geometric diagram of antistructures

Φ̃ =

 (R, α̃, ũ)
ef−→ (P, β̃, ṽ)

↓ ei ↓ ej
(S, α̃, ũ)

eg−→ (Q, β̃, ṽ)

 =

 R̃ → P̃
↓ ↓
S̃ → Q̃

 . (3.3)

Consider now the geometric diagram of groups

F̃ =

 (π, w̃, θ̃, b̃, ε̃) → (ρ, w̃′, θ̃′, b̃′, ε̃′)
↓ ↓

(G, w̃, θ̃, b̃, ε̃) → (H, w̃′, θ̃′, b̃′, ε̃′)

 =

 π̃
ef−→ ρ̃

↓ ei ↓ ej
G̃

eg−→ H̃

 (3.4)

such that F(F̃ ) = Φ̃. The existence of this diagram follows from Propositions 2.14
and 2.16.

Now let T be a fixed ring with 1. Following [12] and [13] we define the L-groups
of a geometric antistructure as the L-groups of the associated antistructure. The
relative L-groups are defined in a similar way. For example, we have

L∗(π) = L∗(π, w, θ, b, ε) = L∗(R, α, u), L∗(f̃) = L∗(R̃→ P̃ ).

Let G− be the geometric antistructure (G, w̃, θ, b, ε), and let H− be the geometric
antistructure (H, w̃′, θ′, b′, ε′). Then we have the quadratic extensions of antistruc-
tures (π → G, w̃, θ, b, ε) = (π → G−) and (ρ → H, w̃′, θ′, b′, ε′) = (ρ → H−). We
denote these extensions by i− and j−, respectively.
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From Proposition 2.17 we obtain the isomorphisms

L∗(G̃) ∼= L∗(G
−), L∗(H̃) ∼= L∗(H

−), L∗(g̃) ∼= L∗(g
−),

where g− is the morphism G− → H− induced by g.
There exist relative L-groups L∗(i

!), L∗(i
!
−), L∗(j

!), and L∗(j
!
−) fitting into the

corresponding exact sequences for transfer maps. We shall denote by L∗((i−, j−)!)=
L∗(F

!
−) the relative groups fitting into the exact sequence

→ L∗(g
−)→ L∗(f)→ L∗(F

!
−)→

for the transfer map of relative L-groups.
In [9] and [10] the LS∗- and LP∗-groups are defined for an arbitrary geometric

diagram of antistructures. Hence we can define the LS∗- and LP∗-groups for a geo-
metric diagram of groups F as the corresponding groups for the geometric diagram
of antistructures Φ = F(F ):

LSn(F )
def
= LSn(Φ), LPn(F )

def
= LPn(Φ) for all n = 0, 1, 2, 3 mod 4. (3.5)

In particular, we shall denote by LN∗(π → G,w, θ, b, ε) the LS∗-groups of the
geometric diagram

F =

 (π, w, θ, b, ε) → (π, w, θ, b, ε)
↓ ↓

(G,w, θ, b, ε) → (G,w, θ, b, ε)

 , (3.6)

in which the horizontal maps are the identity maps.
Let us recall the properties of the LS- and LP -groups of geometric diagrams.

The results here are reformulations of results known for a geometric diagram of
antistructures (see [1], [2], [6], [9], and [10]).

Theorem 3.7. Let F be the geometric diagram of groups (3.1). Then there exist

commutative diagrams of exact sequences

→ Ln+1(G−) −→ Ln+2(j) −→ Ln+2(F ) →
↗ ↘ ↗ ↘ ↗ ↘

Ln+2(i) LSn(F )
↘ ↗ ↘ ↗ ↘ ↗

→ Ln+3(F ) −→ Ln(π̃) −→ Ln(G−) →

, (3.8)

→ Ln+1(G−) −→ Ln+2(j) −→ Ln(ρ̃) →
↗ ↘ ↗ ↘ ↗ ↘

Ln+1(H−) LSn(F )
↘ ↗ ↘ ↗ ↘ ↗

→ Ln+1(ρ̃) −→ Ln+1(g−) −→ Ln(G−) →

, (3.9)

→ Ln+1(ρ̃) −→ Ln+1(g−) −→ Ln+2(F ) →
↗ ↘ ↗ ↘ ↗ ↘

Ln+1(f̃) LSn(F )
↘ ↗ ↘ ↗ ↘ ↗

→ Ln+3(F ) −→ Ln(π̃) −→ Ln(ρ̃) →

. (3.10)
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Example 3.11. Let F be the geometric diagram (3.6). Then from the dia-
gram (3.8) we see that LN∗(π → G) = LS∗(F ) ∼= L∗(π̃).

Theorem 3.12. Under the hypotheses of Theorem 3.7 there exist the following

diagrams of exact sequences:

→ Ln+1(G−) −→ Ln+1(ρ) −→ Ln+1(f) →
↗ ↘ ↗ ↘ ↗ ↘

Ln+1(π) LP n(F )
↘ ↗ ↘ ↗ ↘ ↗

→ Ln+2(f) −→ Ln+1(i!−) −→ Ln(G−) →

, (3.13)

→ Ln+2(j!
−) −→ Ln+1(g−) −→ Ln(G−) →

↗ ↘ ↗ ↘ ↗ ↘
Ln+1(H−) LP n(F )

↘ ↗ ↘ ↗ ↘ ↗
→ Ln+1(G−) −→ Ln+1(ρ) −→ Ln+1(j!

−) →

, (3.14)

→ Ln+2(f) −→ Ln+1(i!−) −→ Ln+1(j!
−) →

↗ ↘ ↗ ↘ ↗ ↘
Ln+2(F !

−) LP n(F )
↘ ↗ ↘ ↗ ↘ ↗

→ Ln+2(j!
−) −→ Ln+1(g−) −→ Ln+1(f) →

, (3.15)

→ Ln+1(ρ) −→ Ln+1(H) −→ LSn−1(F ) →
↗ ↘ ↗ ↘ ↗ ↘

LP n(F ) Ln+1(j)
↘ ↗ ↘ ↗ ↘ ↗

→ LSn(F ) −→ Ln(G−) −→ Ln(ρ) →

. (3.16)

The diagram (3.16) is in fact the diagram (1.3) in the case when (1.2) is a
geometric diagram of groups.

Example 3.17. Let F be the geometric diagram (3.6). Then it follows from the
diagram (3.15) that LP∗(F ) ∼= L∗+1(i!−) ∼= L∗+1(j!

−).

Remark 3.18. In view of the agreements of § 2 we can regard all groups in this
section as groups decorated by “s”. Similar results hold also in the cases of
L-groups decorated by “p” or “h”.

§ 4. LSpLSpLSp- and LP pLP pLP p-groups for finite 222-groups

In this section we shall consider only the case of groups decorated by “p”. In
what follows LS∗ means LSp∗ , LP∗ means LP p∗ , and a similar agreement holds for
L-groups if this does not lead to confusion. In the rest we preserve the notation
of § 3 in the case T =Z; for example,

L∗(π) = Lp∗(π, w, θ, b, ε) = Lp∗(Zπ, α, u),

where (Zπ,α, u) is the associated antistructure.
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In our notation for Lp∗, LS
p
∗ and LP p∗ -groups we shall attach a subscript 2 to

objects if T = Ẑ2. For example,

L∗(π2) = Lp∗(π2) = Lp∗(Ẑ2π, α, u),

where (Ẑ2π, α, u) is the associated antistructure.

We shall denote by Lrel
∗ (π) the relative L-group L∗(Zπ → Ẑ2π, α, u) for the

geometric antistructure π = (π, w, θ, b, ε). We shall use similar notation for LS∗,
LP∗, LN∗, and relative L-groups. Thus, we have the long exact sequences

→ L∗(π)→ L∗(π2)→ Lrel
∗ (π)→ , (4.1)

→ LP∗(F )→ LP∗(F2)→ LP rel
∗ (F )→ , (4.2)

→ LS∗(F )→ LS∗(F2)→ LSrel
∗ (F )→ . (4.3)

Theorem 4.4. Theorems 3.7 and 3.12 hold in the case of groups equipped with

superscript “rel”.

Proof. The relative versions of these diagrams are obtained by standard methods
using L-spectra (see [20] and [21]).

Assume now that the groups π, ρ, G and H in the geometric diagram (3.1) are
finite 2-groups. We start with a description of LS∗(F2) and LP∗(F2)-groups and

some natural maps in the case T = Ẑ2.

Theorem 4.5 [12]. For a geometric antistructure on a �nite 2-group π there is an

isomorphism

Ln(π2) = Lpn(Ẑ2π, α, u)
∼=−→ Lpn(Z/2, Id, 1) =

{
Z/2, n = 0 mod 2,

0, n = 1 mod 2.

Lemma 4.6. Let f be an arbitrary morphism (π, w, θ, b, ε) → (ρ, w′, θ′, b′, ε′) of

geometric antistructures. Then the induced map f∗ : Lpn(π2) → Lpn(ρ2) is an iso-

morphism for each n = 0, 1, 2, 3 mod 4.
In particular,

Lpn(F2) = Lpn(f2) = Lpn(g2) = Lpn(j2) = Lpn(i2) = 0

for the geometric diagram (3.1).

Proof. See [12]. In fact, the result follows from the commutative diagram

Lpn(π2)
f∗−→ Lpn(ρ2)

↘ ∼= ↙ ∼=
Lpn(Z/2, Id, 1)

‖
Z/2

.
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Theorem 4.7. Let π, ρ, G and H in the geometric diagram (3.1) be �nite 2-groups.
Then

LSpn(F2) =

{
Z/2, n = 0 mod 2,

0, n = 1 mod 2.

Proof. Consider the long exact sequence

→ Ln+1(g−2 )→ LSn(F2)→ Ln(ρ̃)→

from the diagram (3.10), where g−2 is a morphism of geometric antistructures. The
required result now follows from Lemma 4.6.

Lemma 4.8. Let i : (π, w, θ, b, ε) → (G,w, θ, b, ε) be an inclusion of index 2 of

geometric antistructures. Then the transfer maps (i!) : Lpn(G2) → Lpn(π2) and

(i−
!) : Lpn(G−2 )→ Lpn(π2) are trivial and

Lpn((i!±)2) =Z/2 for all n = 0, 1, 2, 3 mod 4.

Proof. Consider the diagram (3.16) for the square (3.6) in which the vertical maps
are equal to the map i:

→ Ln+1(π2)
i∗−→ Ln+1(G2) −→ Ln−1(π̃2) →

↗ ↘ ↗ ↘ ↗ ↘
Ln+1((i!−)2) Ln+1(j2)

↘ ↗ ↘ ↗ ↘ ↗

→ Ln(π̃2)
ei∗−→ Ln(G−2 )

i!−−→ Ln(π2) →

. (4.9)

The rows in this diagram are chain complexes. The triviality of the map i!− (see [12])

now follows from Lemma 4.6. Hence the relative sequence for the map i!− gives rise
to the short exact sequences

0→ Ln(π2)→ Ln((i!−)2)→ Ln−1(G2)→ 0 for all n = 0, 1, 2, 3 mod 4,

and the result follows by Theorem 4.5. The result concerning the map i! follows by a
similar diagram constructed for the morphism π → G− of geometric antistructures.

Theorem 4.10. Under the hypotheses of Theorem 4.7,

LP pn(F2) =Z/2 for all n = 0, 1, 2, 3 mod 4.

Proof. One must consider the long exact sequence

→ Ln+2(f2)→ Ln+1((i!−)2)→ LPn(F2)→

from the diagram (3.15), where Ln+2(f2) = 0 by Lemma 4.6.

We shall now describe the relative terms in the exact sequences (4.1) and (4.2).
We recall the necessary facts from [12].
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We have a decomposition of the group ring Qπ into a direct sum of simple
algebras:

Qπ =
∏
Aφ, (4.11)

where Aφ = aφ(Qπ) for some central idempotent aφ. We have 1 =
∑
aφ, and

no idempotent aφ can be expressed as a sum of non-trivial central idempotents.
Let α be the anti-automorphism of Qπ induced by the geometric antistructure
(π, w, θ, b, ε), and let aα(φ) be the idempotent α(aφ). This gives us a decomposition
of the associated antistructure:

(Qπ, α, u) =
∏

φ=α(φ)

(Aφ, αφ, uφ) ×
∏

φ∼=α(φ)

(Aφ × Aα(φ), αφ×α(φ), uφ × uα(φ))

since α2 is an inner automorphism. The product for φ ∼= α(φ) has the type GL (a
product of simple algebras interchanged by the antiautomorphism α) and makes no
contribution to L-groups. We have a similar decomposition for the antistructures

(Z[1/2]π, α, u) and (Q̂2π, α, u). Let

(Z[1/2]π, α, u) =
∏

φ=α(φ)

(Λφ, αφ, uφ)×
∏

φ∼=α(φ)

(Λφ × Λα(φ), αφ×α(φ), uφ × uα(φ)),

(Q̂2π, α, u) =
∏

φ=α(φ)

(Λ̂φ2, αφ, uφ)×
∏

φ∼=α(φ)

(Λ̂φ2 ×\Λα(φ)2
, αφ×α(φ), uφ × uα(φ)).

Theorem 4.12 [12]. For each geometric antistructure (π, w, θ, b, ε) there is the

following decomposition of the relative L-groups of the associated antistructure:

Lpn(Zπ→ Ẑ2π, α, u)
∼=→ LKn (Z[1/2]π→ Q̂2π, α, u)

∼=→
∏

φ=α(φ)

LK1
n (Λφ → Λ̂φ2, αφ, uφ).

Consider an epimorphism g : (G,w, θ, b, ε)→ (H,w′, θ′, b′, ε′) of geometric anti-
structures with finite 2-groups G and H. Let g be the induced epimorphism of the
associated antistructures:

QG=
∏

φ=α(φ)

(Aφ, αφ, uφ) ×
∏

φ∼=α(φ)

(Aφ × Aα(φ), αφ×α(φ), uφ × uα(φ))︸ ︷︷ ︸
↓ g

QH =
︷ ︸︸ ︷∏
φ′=α(φ′)

(Aφ′ , αφ′, uφ′)×
∏

φ′∼=α(φ′)

(Aφ′ ×Aα(φ′), αφ′×α(φ′), uφ′ × uα(φ′))

.

(4.13)
The kernel of the epimorphism g is a two-sided ideal I in the ring QG, and the
map QG/I → QH is an isomorphism. Since this ring is semisimple, the ideal I is
a direct product of some simple algebras

∏
1Aφ in (4.13). We can now write the

decomposition (4.13) of the algebra QG in the following form:

QG=
∏
1
Aφ1 ×

∏
2
Aφ2 = P1 × P2,

where g
∣∣Q

2
= g

∣∣
P2

is an isomorphism. The map g
∣∣
P2

is an isomorphism of anti-

structures since g : QG → QH is a morphism of antistructures. Hence the map
g : QG→ QH is a projection of antistructures:

g : P1 × P2→ P2. (4.14)
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Lemma 4.15. The epimorphism g of geometric antistructures induces splitting

projections g∗ : Lrel
n (G)→ Lrel

n (H) for each n = 0, 1, 2, 3 mod 4, and

Lrel
n (G) ∼= Lrel

n+1(g) ⊕ Lrel
n (H).

Proof. By Theorem 4.12 we have the isomorphisms

Lrel
n (G) = Lpn(ZG→ Ẑ2G, α, u)

∼=→ LKn (Z[1/2]G→ Q̂2G, α, u),

and
Lrel
n (H) = Lpn(ZH→ Ẑ2H,α, u)

∼=→ LKn (Z[1/2]H→ Q̂2H,α, u).

Consider the commutative square of antistructures

(Z[1/2]G,α, u) → (Q̂2G, α, u)
↓ ↓

(Z[1/2]H,α′, u′) → (Q̂2H,α
′, u′)

,

in which the vertical maps are induced by g. As follows from the decomposi-
tion (4.14) we can also write this square as follows:

R× S → R̂2 × Ŝ2

↓ p ↓ q
R → R̂2

,

where

R× S = (Z[1/2]G,α, u), R̂2 × Ŝ2 = (Q̂2G, α, u),

R̂2 = (Q̂2H,α
′, u′), R = (Z[1/2]H,α′, u′).

The vertical maps here are the natural projections, while the top map is the direct

product of the maps R→ R̂2 and S → Ŝ2.
Consider now the commutative diagram

→ LKn (R) → LKn (R̂2) → Lrel
n (H) →

↓ ϕ ↓ ψ ↓ χ
→ LKn (R × S) → LKn (R̂2 × Ŝ2) → Lrel

n (G) →
↓ p∗ ↓ q∗ ↓ g∗

→ LKn (R) → LKn (R̂2) → Lrel
n (H) →

,

where the superscript K means K1. Here the top vertical maps ϕ, ψ, and χ are the
Morita maps in round L-theory (see [20], Example 5.12). The map χ exists since
the corresponding triad of L-groups is defined. The maps ϕ and ψ split the maps
p∗ and q∗ [20], that is, p∗ ◦ ϕ and q∗ ◦ ψ are isomorphisms. Hence the composite
g∗ ◦ χ is an isomorphism and the proof of the theorem is complete.

Remark 4.16. The results of [12] provide a full description of the relative groups
Lrel
n (G) and Lrel

n (H) in the case under consideration. Thus, Lemma 4.15 gives one
the groups Lrel

∗ (g) for each epimorphism g : G→ H of antistructures.
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Theorem 4.17. Under the hypotheses of Theorem 4.7 there exist natural iso-

morphisms

LSrel
n (F ) ∼= Lrel

n+1(g−) ⊕ Lrel
n (ρ̃) for all n = 0, 1, 2, 3 mod 4.

Proof. Consider the diagram (3.10) for relative groups:

ef∗−→ Lrel
n+1(ρ̃)

τ−→ Lrel
n+1(g−) −→ Lrel

n+2(F ) −→
↗ ↘ ∂ ν↗ ↘ ↗ ↘

Lrel
n+1(f̃) LSrel

n (F )
↘ ↗ ↘ σ↗ ↘ p∗ ∂↗

−→ Lrel
n+3(F ) −→ Lrel

n (π̃)
ef∗−→ Lrel

n (ρ̃)
τ−→

By Lemma 4.15 the map f̃∗ is an epimorphism for all n. Hence the map ∂ is trivial.
Furthermore, τ = ν∂ = 0 and we obtain the short exact sequence

0→ Lrel
n+1(g−)→ LSrel

n (F )
p∗→ Lrel

n (ρ̃)→ 0.

Let δ : Lrel
n (ρ̃)→ Lrel

n (π̃) be the right inverse of the map f̃∗. It is well defined by

Lemma 4.15. Now, p∗ ◦ (σ ◦ δ) = (p∗ ◦ σ) ◦ δ = f̃∗ ◦ δ = Id, that is, the map σ ◦ δ
splits the map p∗, and the proof of the theorem is complete.

Theorem 4.18. Under the hypotheses of Theorem 4.7 there exist natural isomor-

phisms

LP rel
n (F ) = Lrel

n+1(g−) ⊕ Lrel
n+1(j!

−) for each n = 0, 1, 2, 3 mod 4.

Proof. Consider the diagram (3.14) for relative L-groups:

→ Lrel
n+2(j!

−)
χ−→ Lrel

n+1(g−)
σ−→ Lrel

n (G−) →
↗ τ ↘ ∂↗ ↘ λ ν ↗ ↘ g∗

Lrel
n+1(H−) LP rel

n (F )
↘ g∗ ↗ ↘ ↗ ↘ ↗

→ Lrel
n+1(G−) −→ Lrel

n+1(ρ) −→ Lrel
n+1(j!

−) →

By Lemma 4.15 the map g∗ is an epimorphism for all n. Hence the map ∂ is trivial.
Furthermore, χ = ∂ ◦ τ = 0 and we obtain the short exact sequence

0→ Lrel
n+1(g−)

λ→ LP rel
n (F )→ Lrel

n+1(j!
−)→ 0.

As follows from Lemma 4.15, a left inverse p : Lrel
n (G−) → Lrel

n+1(g−) of the map σ
is well defined. Hence (p ◦ ν) ◦ λ = p ◦ (ν ◦ λ) = p ◦ σ = Id and the map p ◦ ν is the
left inverse of λ. This completes the proof.

We consider now the natural map Υ: F → Ψ of geometric diagrams of groups (π, w, θ, b, ε)
f→ (ρ, w′, θ′, b′, ε′)

↓ i ↓ j
(G,w, θ, b, ε)

g→ (H,w′, θ′, b′, ε′)

 Υ−→

 (ρ, w′, θ′, b′, ε′) → (ρ, w′, θ′, b′, ε′)
↓ i ↓ j

(H,w′, θ′, b′, ε′) → (H,w′, θ′, b′, ε′)

 .
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The map Υ induces the natural maps of the LS- and LP -groups. Then by Theorems
4.17 and 4.18 we have the splitting short exact sequences

0→ Lrel
n+1(g−)→ LSrel

n (F )→ LSrel
n (Ψ)→ 0,

0→ Lrel
n+1(g−)→ LP rel

n (F )→ LP rel
n (Ψ)→ 0.

Recall that

LSp∗ (Ψ) ∼= LNp
∗ (ρ→ H) = Lp∗(ρ̃), LP p∗ (Ψ) ∼= Lp∗+1(j!

−),

LSp∗ (Ψ2) ∼= LNp
∗ ((ρ→ H)2) = Lp∗(ρ̃2), LP p∗ (Ψ2) ∼= Lp∗+1((j!

−)2).

Similar results hold for the “rel”-groups.
We can now compute all natural maps in the diagram (3.16) for Lrel-groups.

Theorem 4.19. The map Υ induces the natural decomposition of the diagram

→ Lrel
n+1(ρ) −→ Lrel

n+1(H) −→ LSrel
n−1(F ) →

↗ ↘ ↗ ↘ ↗ ↘
LP rel

n (F ) Lrel
n+1(j)

↘ ↗ ↘ ↗ ↘ ↗
→ LSrel

n (F ) −→ Lrel
n (G−) −→ Lrel

n (ρ) →

into the direct sum of the two diagrams

→ Lrel
n+1(ρ) −→ Lrel

n+1(H) −→ LN rel
n−1(ρ→ H) →

↗ ↘ ↗ ↘ ↗ ↘
Lrel
n+1(j!

−) Lrel
n+1(j)

↘ ↗ ↘ ↗ ↘ ↗
→ LN rel

n (ρ→ H) −→ Lrel
n (H−) −→ Lrel

n (ρ) →

and

→ 0 −→ 0 −→ Lrel
n (g−) →

↗ ↘ ↗ ↘ ↗ ↘
Lrel
n+1(g−) 0

↘ ↗ ↘ ↗ ↘ ↗
→ Lrel

n+1(g−) −→ Lrel
n+1(g−) −→ 0 →

.

Recall that in the case of “rel”-groups the maps in the diagram (3.16) for the
square Ψ were computed in [12].

The exact sequence (4.3) and Theorem 4.7 give one the exact sequences

0→ LSrel
2n+1(F )

∂2n+1→ LSp2n(F )
σ→ LSp2n(F2)︸ ︷︷ ︸

‖
Z/2

ψ→ LSrel
2n(F )

∂2n→ LSp2n−1(F )→ 0,

(4.20)

where F is the geometric diagram (3.1) and n = 0, 1 mod 2.
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Note that by [12] one obtains the exact sequences

0→ Lrel
2n+1(ρ̃)

∂′2n+1→ Lp2n(ρ̃)
σ′→ Lp2n(ρ̃2)︸ ︷︷ ︸

‖
Z/2

ψ′→ Lrel
2n(ρ̃)

∂′2n→ Lp2n−1(ρ̃)→ 0 (4.21)

for n = 0, 1 mod 2, and similar results hold for all other geometric antistructures
considered above. Moreover, the map ψ′ is computed in [12]. We shall apply these
results to the computation of the maps ψ in (4.20).

Let ψeρ = ψ′; we shall consider similar maps

ψG− : Z/2→ Lrel
2n(G−),

ψH− : Z/2→ Lrel
2n(H−),

ψeπ : Z/2→ Lrel
2n(π̃)

for n = 0, 1 mod 2.

Theorem 4.22. If at least one of the maps ψeρ, ψG−, and ψH− is a monomorphism,

then the map ψ in the exact sequence (4.20) is also a monomorphism.

Proof. The diagram (3.9) is natural. Hence there exist maps of (4.20) into similar
exact sequences for the groups G−, H−, and ρ̃. For example, in the case of the
group ρ̃ we obtain the commutative diagram

0→ LSrel
k (F )

∂k→ LSp2n(F )
σ→ Z/2 ψ→ LSrel

2n(F )
∂2n→ LSpm(F ) → 0

↓ epi ↓ ↓ ∼= ↓ epi ↓
0→ Lrel

k (ρ̃)
∂′k→ Lp2n(ρ̃)

σ′→ Z/2 ψ′→ Lrel
2n(ρ̃)

∂′2n→ Lpm(ρ̃) → 0

,

where k = 2n + 1 and m = 2n− 1. The vertical maps here are induced by Υ. We
now obtain the result in the case when ψeρ is one-to-one. All other cases can be
discussed in a similar manner.

Theorem 4.23. If the map ψeπ is trivial, then ψ in the exact sequence (4.20) is

also a trivial map.

Proof. In the case of the group π̃ there exists a natural map of the sequence (4.21)
into the exact sequence (4.20). The required result can now be obtained similarly
to the proof of the preceding theorem.

Theorem 4.24. Under the hypotheses of Theorem 4.7 there exists an exact sequence

0→Lrel
2n+2(g−)→LSp2n(F )

Υ∗→Lp2n(ρ̃)
∆→Lrel

2n+1(g−)→LSp2n−1(F )
Υ∗→Lp2n−1(ρ̃)→ 0,

where the maps Υ∗ are induced by the map Υ, n = 0, 1 mod 2. The right-hand

map Υ∗ splits, and the map ∆ is either zero or Im(∆) =Z/2.

Proof. We obtain the required result by extending the vertical rows in the diagram
in Theorem 4.22 by exact sequences.



1484 Yu. V. Muranov and I. Hambleton

Remark 4.25. Im(∆) =Z/2 only in the case when ψ′ = 0 and ψ is a monomorphism.

Remark 4.26. The commutative diagram in Theorem 4.22 actually gives one the
diagram of exact sequences

→ LSpn(F ) → Lpn(ρ̃2) → Lrel
n (ρ̃) →

↘ ↗ ↘ ↗ epi ↘
Lpn(ρ̃) LSrel

n (F )
↗ ↘ mono↗ ↘ ↗

→ Lrel
n+1(ρ̃)

0→ Lrel
n+1(g−) → LSpn−1(F ) →

,

where Lpn(ρ̃2) =Z/2, 0 for n = 0, 1 mod 2, respectively.

Lemma 4.27. Under the hypotheses of Theorem 4.7 the natural maps

LPn(F2)→ Ln+1((j!
−)2)

from the diagrams (3.14) and (3.15) are isomorphisms for n = 0, 1, 2, 3 mod 4.

Proof. This follows from the diagram (3.15).

Theorem 4.28. Under the hypotheses of Theorem 4.7 there exists a diagram of

exact sequences

→ LP pn(F ) → Z/2 → Lrel
n+1(j!

−) →
↘ ↗ ↘ ↗ epi ↘

Lpn+1(j!
−) LP rel

n (F )
↗ ↘ mono↗ ↘ ↗

→ Lpn+2(j!
−)

0→ Lrel
n+1(g−) → LP pn−1(F ) →

.

Proof. This follows from Theorems 4.10 and 4.18, Lemma 4.27, and the fact that
the diagrams (3.14) and (3.15) are natural.
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