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Abstract This paper provides a comprehensive derivation of the total energy equations for the atmospheric
components of Earth System Models (ESMs). The assumptions and approximations made in this derivation
are motivated and discussed. In particular, it is emphasized that closing the energy budget is conceptually
challenging and hard to achieve in practice without resorting to ad hoc fixers. As a concrete example, the
energy budget terms are diagnosed in a realistic climate simulation using a global atmosphere model. The
largest total energy errors in this example are spurious dynamical core energy dissipation, thermodynamic
inconsistencies (e.g., coupling parameterizations with the host model) and missing processes/terms associated
with falling precipitation and evaporation (e.g., enthalpy flux between components). The latter two errors are
not, in general, reduced by increasing horizontal resolution. They are due to incomplete thermodynamic and
dynamic formulations. Future research directions are proposed to reconcile and improve thermodynamics
formulations and conservation principles.

Plain Language Summary Earth System Models (ESMs) have numerous total energy budget
errors. This article establishes the governing total energy equations for large-scale ESMs and assesses

the energy budget errors in real-world simulations in a widely used climate model. To move towards a

closed energy budget in ESMs, further research on total energy conserving discretizations (in the dynamical
core), unified thermodynamics (through thermodynamic potentials/conserved variables) and missing processes
is paramount. This research is especially important since some of the energy budget errors will not improve
with higher spatial resolution and may even get worse.

1. Introduction

Earth System Models (ESMs) are extremely complex, and represent a wide range of physical processes in sepa-
rate component models (atmosphere, ocean, land surface, and sea ice). In addition, each component has separate
sub-modules that compute the effect of unresolved physical processes, such as cloud microphysics and radi-
ation in atmosphere models. The Navier—Stokes equations that serve as the foundation for the ESMs used for
climate change projections satisfy conservation laws for mass, energy, and momentum. These conservation laws,
combined with the second law of thermodynamics, impose key constraints on the climate system. It is believed
that accurate satisfaction of these constraints is critical for the integrity of long-term climate change simulations.

In practice, satisfying such constraints is complicated. Discretization schemes tend to introduce aliasing errors,
phase errors, unphysical modes, and spurious extrema. These errors may introduce spurious sources and sinks of
energy, erroneous spectral transfers between energy modes, make positive definite concentrations negative etc.
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Some numerical schemes and generalized vertical coordinates require interpolation, which may produce similar
errors.

The use of certain physical approximations (such as the anelastic or Boussinesq approximations) alter the form
of the conserved energy quantities and thermodynamic potentials in (sometimes) subtle ways that need to be
properly understood to avoid the introduction of spurious sinks and sources. Understanding how to endow such
approximations with consistent energetics and thermodynamics is relatively recent, but has been progressing
rapidly over the past decade, for example, Ingersoll (2005), Pauluis (2008), Young (2010), Tailleux (2012),
Brown et al. (2012), Vasil et al. (2013), and Dewar et al. (2016). Many of these advances, however, have yet to be
widely adopted in ESMs. Additionally, the fact that physical parameterizations are developed independently may
mean that different components of a model rely on inconsistent approximations for constants or conserved quan-
tities. For example, until quite recently NCAR's Community Atmosphere Model (CAM, Neale et al., 2010) used
a total energy formula that was inconsistent with the sigma-pressure vertical coordinate (Williamson et al., 2015).
Another example is when a physics subgrid scale model assumes that a certain quantity is conserved (e.g., heat
based on liquid water potential temperature, 6,) while the atmosphere model is expecting another quantity to be
conserved (e.g., enthalpy). These sorts of inconsistencies can easily arise if the choices made by each sub-module,
or component as a whole, are not documented and coupled consistently.

Another source of energy errors is that different components of an ESM often operate on different temporal
scales and are coupled asynchronously. This may produce spurious energy transfers. Also, the fact that models
cannot resolve scales below the model grid scale means that assumptions have to be made about the energy
transfers between the resolved and unresolved motions. The physical validity of these assumptions is hard to
assess, although emerging literature is making significant strides towards a better and more physical understand-
ing of grid and sub-grid scale coupling (e.g., Gassmann & Herzog, 2015). The basic problem is that dissipative
processes occur at the viscous scale which cannot be resolved with a finite grid size. Hence, energy propagates
from resolved to unresolved scales (or vice versa) and is no longer visible to the resolved dynamics. It is therefore
by no means straightforward to represent physically correct energy transfers. It is likely that designing prognostic
sub-grid models that are coupled consistently with the resolved-scales is the only way to ensure physically real-
izable energy transfers for more complicated wave interactions.

Numerical dissipation, which is commonly used to stabilize fluid flow solvers, can produce physically unrealiz-
able solutions. By physically unrealizable we mean that the second law of thermodynamics is not satisfied (i.e.,
there is “unphysical” up-gradient mixing). If one argues that the second law should be satisfied for numerical
dissipation operators, then they must be positive definite. This is, for example, not the case for standard hyperdif-
fusion operators, but is true for carefully implemented Smagorinsky type (second-order) diffusion (Becker, 2001;
Becker & Burkhardt, 2007; Schaefer-Rolffs & Becker, 2018).

Even though they continue to neglect the complications of grid/sub-grid scale coupling, research groups study-
ing the Earth's energy imbalance using observations and re-analysis products have started developing advanced
energy equations that include, for example, enthalpy fluxes associated with precipitation (Kato et al., 2021; Mayer
et al., 2017; Trenberth & Fasullo, 2018). The global modeling community has been lagging behind in terms of
incorporating these processes in their modeling systems. Kato et al. (2021) noted

When models are constrained by ToA (Top of Atmosphere) radiation data products, models that conserve
energy and water mass do not match an observed global mean precipitation rate (e.g. Held et al., 2019)
because of, in part, the existence of a significant energy balance residual when satellite energy flux prod-
ucts are integrated.

Hence it is clear that even though the energy budget is closed, in part by using energy conserving formulations or
the use of energy fixers where energy consistency is not possible, the energy balance still suffers from significant
errors (Kato et al., 2011; L’Ecuyer et al., 2015). The causes of these errors are largely unknown, but are observed
to be large over tropical oceans (Harrop et al., 2022; Kato et al., 2016; Loeb et al., 2014). Furthermore, Lucarini
and Ragone (2011) analyzed pre-industrial simulations from a wide range of IPCC climate models, and found that
most climate models featured biases of the order of 1 W/m? for the net global and the net atmospheric, oceanic,
and land energy balances. They concluded that these imbalances are partly due to imperfect closure of the energy
cycle in the fluid components.
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As a result of these problems, demonstrating that ESMs are physically consistent is an enormously compli-
cated problem that requires a holistic view and wide expertise that most individual scientists do not possess. In
October 2019 we organized a week-long workshop at the Banff International Research Station (BIRS) in order
to address some of these big-picture fundamental issues related to ESMs (BIRS, 2019). We brought together
scientists involved in developing operational and research atmosphere models, physics packages, ocean models
and couplers. Our meeting did not include representatives of the land surface and sea ice modeling communi-
ties, although they are clearly important. Participants included developers for the MOMG6 (Adcroft et al., 2019),
CROCO (Hilt et al., 2020) and NEMO (Madec et al., 2019) ocean models, the Community Atmosphere Model
(CAM, Neale et al., 2010) which is part of the Community Earth System Model (CESM, Danabasoglu et al., 2020)
from the National Center for Atmospheric Research (NCAR), the Energy Exascale Earth System Model (E3SM)
(Golaz et al., 2019), the DYNAMICO (Dynamical Core on Icosahedral Grid, Dubos et al., 2015), the Unified
Model (Walters et al., 2017), LFRic (S. Adams et al., 2019; Melvin et al., 2019) and ICON-IAP (Icosahedral
Nonhydrostatic model at the Institute for Atmospheric Physics, Gassmann, 2013) atmosphere models, and the
CLUBB (Cloud Layers Unified By Binormals) parameterization of turbulence and clouds in the atmosphere
(Larson, 2017). Participants also included developers of Adaptive Mesh Refinement (AMR) methods for geophys-
ical flows via the CHOMBO library (M. Adams et al., 2019; Ferguson et al., 2016, 2019) as well as WAVETRISK
(Dubos & Kevlahan, 2013; Kevlahan & Dubos, 2019). Since the group was deliberately heterogeneous, the
workshop began with a series of overview talks on each component (atmosphere, ocean, physics, couplers). This
ensured that all participants started from a common knowledge base for each component. In addition to reviewing
the basic structure and assumptions of each component, overview talks considered specific topics such as total
energy errors in dynamics, energy conversion and internal entropy production, energy conservation in cloud and
turbulence parameterizations, and ocean-atmosphere coupling.

The goals of the workshop were to identify the most important fundamental questions related to energy conser-
vation in each component/sub-module and in the coupled system, and to propose prioritized future directions of
research. We also decided to make some specific recommendations for best practices which take into account
all components of ESMs. These classifications and recommendations were developed through extensive focused
discussions involving all workshop participants during and after the workshop. With such a broad interdiscipli-
nary group, it was challenging to assemble a coherent manuscript, and many iterations were necessary to produce
this version. At an early stage we decided to focus on the atmosphere component, leaving out very important
discussions on other components in the Earth system. Attempting to write a paper encompassing all components
and discussions during the workshop would require leaving out important details that are paramount for under-
standing the complexity of energy budgets in ESMs. Also, any attempt at a “unified discussion” of energetics of
all components would lead to a paper written at an undesirably high level of mathematical abstraction.

A first step towards a more accurate and comprehensive closure of energy budgets in ESMs is to formulate
comprehensive energy equations and diagnose the different terms involved in the energy budget. In the spirit of
reaching the broader modeling community, we have chosen to start with well-known large-scale equation sets
(and associated assumptions) and then add complexity incrementally. Please note that this paper focuses on docu-
menting possible sources of energy non-conservation, raising awareness about all the problems that may arise, as
well as providing suggestions on how to address some of the issues identified. Hence, this paper is by no means
an exhaustive analysis of the overall problem, but rather an attempt at assembling the building blocks of a future,
more general, approach.

The paper is structured as follows:

¢ Theoretical energetics/budgets (Section 2)
First, the total energy equations for traditional (large-scale) climate models are derived. We start with the dry
hydrostatic primitive equations (HPE) and gradually increase the thermodynamic complexity by first adding
water vapor and then condensates to the HPE. Special attention is given to the derivation of enthalpy terms
(and associated reference states), latent heat terms and surface flux terms. For these models, a detailed expla-
nation of the approximations made in large-scale models can be included rigorously. An in-depth discussion
is included of surface fluxes and the complications arising due to falling precipitation and/or water entering
the atmosphere using a single-component fluid approach.

¢ Energy budget errors of a climate model (Section 3)
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After deriving the theoretical energy budget, we use the NCAR CAM climate model to estimate the magnitude
of various terms in the total energy equation. This example highlights which energy terms are important and
illustrates why it is difficult to close energy budgets when using the assumptions that are standard for large
scale models (e.g., that all components of air have the same temperature).
¢ Other energy budget errors (Section 4)
In addition to the energy budget errors and imbalances discussed in Section 3, we discuss the following addi-
tional energy errors:
— Numerical truncation energy errors in dynamical cores (adiabatic).
— Physics—dynamics coupling errors due to spatial and temporal discretization errors. This excludes inconsist-
encies at the level of the continuous equations.
— Thermodynamic inconsistency energy errors:
* As an illustration we discuss a specific example in some detail: coupling the CLUBB cloud parameter-
ization package with the CAM climate model.
* Mass “clipping” errors and energy.
* Thermodynamic and vertical coordinate inconsistencies between dynamical core and parameterizations.

¢ Summary and future directions (Section 5)

We end by summarizing the various energy budget imbalances discussed in this paper. This provides an
opportunity to rank these errors in order of importance, and suggests where advances need to be made to
reduce energy imbalances in a large-scale (traditional) climate model setting.
Since the workshop participants also include experts in cutting edge mathematical areas that could lead to
major advances in developing more energetically consistent models, we take the opportunity to provide acces-
sible introductions to these new approaches. These include:
Geometric mechanics formulations for Geophysical Fluid Dynamics (GFD)
A framework for deriving energy conserving equation sets beyond the hydrostatic primitive equations is
given in Section 5.2.1.
Structure-preserving discretizations
Strategies for eliminating or reducing energy discretization errors in the fluid flow solver (i.e., the dynam-
ical core) using mimetic discretizations.
Thermodynamic Potentials

Section 5.2.3 introduces the concept of a thermodynamic potential in some detail. While the use of ther-
modynamic potentials is standard in the ocean community, due to the more complex equation of state
for seawater (TEOS-10 standard; http://www.teos-10.org/), thermodynamic potentials are less commonly
used by the atmospheric community. The thermodynamic potential can be used to ensure thermodynamic
consistency in modeling systems.

Several discussions and details have been moved from the main text to Appendices, with the intention of a better
flow of the discussions in the main text. These Appendices include comprehensive detail and we hope they will
serve as a standard reference for expert readers. The Appendices are:

A. A note on averaging: unresolved and unrepresented total energy. This is a huge, complicated and immensely
important subject. Although it is not tackled in this paper, we feel it is important to introduce the reader to
this subject.

B. Derivation of the single-fluid energy equation and energy conservation equation in the primitive equation set
with a generalized vertical coordinate in the presence of mass sources. A detailed derivation of local energy
equations for a single-fluid is given. Among other things, this Appendix serves the purpose of discussing how
the geopotential and internal energy terms are converted into surface geopotential and enthalpy terms. The
two pairs can not be conflated. Their relationship to the surface fluxes is also presented.

C. Enthalpy and energy formulas using different reference states. The energy formulas can be derived using
different reference states and different communities tend to use different reference states. For completeness,
we include the energy formulas using all possible reference states. The Appendix is divided into several
sub-sections: (B1) Partial specific enthalpies for different reference states, (B2) Surface enthalpy flux, and
(B3) Final energy equations with different reference states.
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Figure 1. Vertical extents of the modeled Earth System (ToA to Hbot, black); and of its component models of the
Atmosphere (Ztop to Z0, red); the Ocean (surface, HO to bottom, Hbot, blue); the Land (Z0 above ground to bedrock, Hbot);
floating Sea-ice (gray); Land-ice (orange) and Surface Waves (purple). The external energy fluxes are Radiation, Geothermal
and Tidal.

D. Ocean enthalpy fluxes. A brief discussion of the enthalpy boundary condition between atmosphere and ocean
as well as their associated complications.

E. Mechanical dissipation of kinetic energy and resultant heating. The momentum exchange between the atmos-
phere and ocean is intriguing since it is not a material energy flux. The ocean and atmosphere exert mechan-
ical work on each other through a stress tensor, but there is no transfer of kinetic energy via a flux. The ener-
getics of that problem is discussed in some detail.

F. Use of the barycentric velocity as a basis for consistently representing the frictional dissipation of rain in
atmospheric models. Large-scale models have many missing processes associated with water entering and
leaving the column. One missing process is the frictional heating of falling precipitation, which can be repre-
sented using the barycentric velocity framework. This is not explicitly discussed in the literature and so we
add a discussion on this approach in this Appendix.

G. CAM setup. Details of the climate model setup we are using in this paper to assess the magnitude of different
terms in the energy equation.

H. Sponge-layer diffusion and frictional heating. This Appendix supports the discussion of sponge layers and
energetics.

1. List of symbols appearing more than once in the main text to help the reader through the many equations.

2. Theoretical Energetics and Energy Budgets

From a modeling perspective an ESM is a collection of components (atmosphere, ocean, sea ice, land surface,
...) that are coupled so that they exchange energy. The upper boundary of an ESM is the top of the atmosphere
component and the lower boundary is either the sea floor or the lower boundary of the land component (see
Figure 1). From first principles the Earth's total energy budget should be closed, meaning that the change in total
energy of the Earth system, % [l 9P (Eesm) dV is balanced by the flux of total energy through the upper (F(?)

and lower boundary (F®m) of the Earth system, that is,

9 /// P (Eesm) dV = — ]é{ FlPGA + jé{ Flbotem g4 (1)
01 top bottom
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Figure 2. One year average of vertically integrated terms in the CAM parameterization energy budget equation based on an Atmospheric Model Intercomparison
Project (AMIP)-like simulation cycling over year 2000 SST's. (a) Left-hand side of Equation 111, (b) right-hand side of Equation 111, (c) residual, (d and e) latent
heat flux terms, Equation 111, (f) turbulent/sensible and radiative flux F®»7®_ Note that plots (a, b, d, and e) depend on the specific reference state used in CAM (ice
enthalpy reference state with T, = 0°C) whereas (c) does not. In the upper right corner of each plot is the global average of the term in question.

where p@ is the total density (defined in detail later). Here, the direction of the fluxes is defined positive
upwards. The subscript esm refers to ESM. The upper boundary flux of energy F is the net radiative flux at
the atmosphere model top. The lower boundary flux will either be the lower boundary flux in the ocean, land or
ice component depending on geographical location. The flux could be due to geothermal heating or tidal energy
(over ocean).

The total energy of the ESM, E,
nents C = (Yatm’,ocr’, ...)

can be divided into atmosphere (“atm”), ocean (“ocn”), etc. compo-

sm”

%/// P B AV = 3, 5 /// pREdV. @
reC

with energy fluxes exchanged between the components (that cancel out) and outer boundaries of the domain (that
do not cancel out). For the atmosphere, the energy budget equation can be written as

% /// P (Eum) dV = = ﬂ Fom dA + ﬁ Fam' " dA, 3)
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where 7L = P is the energy flux from the ocean into the atmosphere (e.g., energy fluxes associated

precipitation and evaporation). In this paper we do not consider land and ice components, but their energy fluxes
at the interface with the atmosphere are part of Equation 3. For the ocean the energy equation can be written as

2 /// P (Eoer)dV = = ﬂ Fuw dA+ ﬂ Foen " d A, “)

where as before the upward flux Fi?’ = F4"" Again, there are additional terms in Equation 4. For example,
energy fluxes from the land to the ocean (such as fresh water fluxes) are not discussed here. In most models the
fluxes do not exactly match, as discussed in Section 3.

The total energy conserved by the governing equations of motion and associated thermodynamics is referred to
as the fluid equations of motion energy, E__ . The fluid equations of motion and the thermodynamics are usually
approximated. For example, the fluid equations of motion may make the hydrostatic assumption, which means that
the total energy of the system E,  includes energy associated with motions neglected in the fluid equations of motion
(e.g., non-hydrostatic motion, breaking gravity waves and turbulence). Other simplifications in the fluid equations of
motion could include neglecting individual momentum equations for hydrometeors, and making the single temper-
ature assumption, so that all components of moist air have the same temperature. Therefore, the total energy for the
atmosphere may be divided into the energy associated with the fluid equations of motion and the energy associated

with all motions and processes (such as radiation) not represented in the fluid equations of motion, E_;

Eum = Efeom + Eother- (5)

Alternatively, one could describe E,

other A8 UnTEpresented energy, as it is not represented in the fluid equations of

motion and their associated thermodynamics. We obviously do not have an exact expression for E_, . However,

ther*
some parameterizations include approximations for the energies associated with some of the processes that we

know must be in the true unrepresented energy E,

omer- A models are run at higher and higher resolutions, and use

less approximated equation sets and associated thermodynamics, more and more processes are being represented
in the fluid equations of motion energy rather than in the “other” category.

In addition to this prior argument for the continuous equation of motion, there is an even more complex problem.
It is not possible to run ESMs at the small scales necessary to resolve all fluid and physical processes. We must
therefore homogenize (i.e., average) processes smaller than about 50-100 km in operational climate models,
and roughly 0.5-3 km for cutting edge convection-permitting global models. In particular, the smallest energetic
turbulent scales of motion are O(10~%) m, which means that the energy E will always have both a resolved and
an unresolved component

Earm — E(res) + E(unres). (6)

Things now become complicated and less well understood. Since this topic, though immensely important, is not
the main focus of this paper, a (brief) discussion of the treatment of resolved and unresolved scales is provided
in Appendix A. Henceforth, we will focus mainly on the unaveraged energy equations and only, when necessary,
distinguish between resolved and unresolved scales (e.g., when discussing frictional heating and sub-grid-scale
energy reservoirs).

2.1. Unaveraged Total Energy Equations: Atmosphere E

feom

The energy E,

om associated with the governing equations of motion is the energy of a fluid subject to gravity and
rotation:

Efeom=K+U+q). (7)

The various equation sets discussed below have different expressions for kinetic energy K, internal energy U
and geopotential ®, which depend on the particular assumptions made and the choice of thermodynamics.
Commonly made assumptions for geophysical fluid models are both geometric (traditional shallow-atmosphere,
spherical-geoid) and dynamical (quasi-hydrostatic, Boussinesq). In what follows, our emphasis will be almost
entirely on the form of internal energy U and the associated thermodynamics, since this is usually the place where
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significant approximations are made. It is also where inconsistency is easily introduced. An important assumption
we will always make is that of local thermodynamic equilibrium, which ensures that mean fluid quantities such
as temperature and pressure are well-defined.

It is important to note here that in this section we discuss the total (conserved) energy for a given set of assump-
tions (e.g., hydrostatic, shallow atmosphere) for the fluid part of the atmosphere. If we consider only reversible
dynamics, total energy in fact defines the associated processes that occur in the fluid (through the Lagrangian/
Hamiltonian formulation). However, this same energy is also conserved if we introduce irreversible dynamics,
which is a new set of processes, but with the same energy. For example, both the compressible Euler (invis-
cid) and compressible Navier—Stokes—Fourier equations (viscous) conserve the same total energy. However, the
Navier—Stokes—Fourier equations have additional terms describing the irreversible (viscous) processes. This
distinction is important since we are interested in physics-dynamics coupling, which necessarily involves both
reversible and irreversible dynamics.

A formal general derivation of the energy conservation equations for the primitive equations is given in Appen-
dix B. Here we take a more constructive approach, for didactical purposes and for application to special cases.

We start by defining the energy for the atmosphere component E;, for commonly used equation sets. The energy

eom
formulae are for the non-averaged equations applying to all scales.

2.1.1. Total Energy of the Dry Primitive Equations

Many ESMs make use of the primitive equations on the sphere (essentially the Navier—Stokes equations in the
hydrostatic and shallow atmosphere limits). We refer to this equation set as the hydrostatic primitive equations
(HPE). The corresponding total energy is well-established in text books and the literature

Efeom=K+U+®, ®)

(e.g., Kasahara, 1974) where K is horizontal specific kinetic energy (%17 - ¥ where 7 is the horizontal velocity), U
is the specific internal energy and @ is the geopotential. Specific total energy K + U + @ differs from that of a
non-hydrostatic flow (obeying the standard Euler or Navier—Stokes equations) only in that vertical kinetic energy
does not contribute. In the commonly used shallow atmosphere approximation ® = gz where g is the (constant)
gravitational acceleration. Note that there is an arbitrary choice of reference for the geopotential. The common
reference for z is mean sea-level so that z is elevation above sea level.

To begin, let us consider a single phase, single component fluid, that is, the dry atmosphere. Dry air is actually
a mixture of many different gases, but it is assumed to have constant concentrations of each component, same
temperature and velocity and thus is referred to as a single-component fluid.

For an ideal perfect gas the internal energy (up to a constant reference discussed later) is given by
U9 =, (dry air = ideal perfect gas), 9)

where ¢ is the specific heat at constant volume for dry air. We note that the terminology “specific heat capacity”
in the physics literature is typically used to indicate an extensive quantity (amount of heat energy required by a
substance to raise its temperature by 1 K) whereas “specific heat” is an intensive quantity (amount of heat energy
required by a unit of mass of a substance to raise its temperature 1 K); the meteorological literature is not always
consistent with this terminology.

The energetics of the dry primitive equations should be unambiguous. However, we will highlight several sources
of widespread ambiguities that arise even for these simple equations.

Ambiguity 1: It should be noted that specifying how U depends on T does not fully determine the thermodynam-
ics used by the atmospheric model. In general, U is not a function of temperature alone. However, even when it is,
the relationship U = U(T) must be complemented by extra information, such as the perfect gas law

p=pRT, 10)

where RY = kg /M@ (kj is the Boltzmann constant, M@ is the molar mass of dry air). This can be avoided if
(specific) internal energy is regarded as a function of (specific) volume and (specific) entropy, in which case it is
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a thermodynamic potential that contains all information needed for the thermodynamics of the atmospheric fluid.
This approach is developed further in Section 5.2.3.

Ambiguity 2: Depending on the type of boundaries and the boundary conditions, total energy might not be
conserved. Typically, in the atmosphere we assume a rigid lower boundary and either a rigid (constant-height) or
a pressure top upper boundary. In the case of a rigid upper boundary, total energy will be conserved up to bound-
ary fluxes, with the following expression

% // [K +¢’T + @] p’dAdz = 0, z constant (11)

(Kasahara, 1974) where dA = r? cos pdAdg is an infinitesimal surface area element, 7, is the height at the model
top and p is the mass of dry air per unit volume of air (i.e., density). However, in the case of a pressure top, total
energy is not conserved, even in the case of no boundary fluxes. Instead, the fluid exchanges energy with the
environment through the motion of the upper surface. There is a conserved quantity (up to boundary fluxes),
sometimes referred to as the total enthalpy, given by

9 ﬂ/ [K +cT + <D] P dAdz+ 19 //p,tl),dA =0, p: constant (12)
ot g ot

(Kasahara, 1974), where pid) is the (dry) pressure at the model top and @, is the geopotential height at the model
top. The additional term accounts for the work done by the moving pressure top. Finally, Equation 12 can be

integrated by parts to yield

dp@
% /// [K +cT +®,) da “2— =0, p, constant. (13)
g

where surface geopotential is @ = gz_for shallow atmosphere approximation, z_ is surface height, and cl(,d) is the
specific heat at constant pressure for dry air. For a detailed derivation and discussion on the derivation of Equa-
tion 13 see Appendix B1.

Apart from differences in the top boundary condition, a widespread ambiguity is that it is tempting to regard
K+ c;d)T + @, as total energy per unit mass in Equation 13. This is incorrect for several reasons:

e The definition of energy per unit mass, or local energy, must include a term for internal energy, but specific
enthalpy, which in the particular formulation above equals

R = ¢\ T, (enthalpy; ideal gas) (14)
is not a substitute for the internal energy. More generally,
h) =y 4 a(d)p(d) (15)

where a@ is the specific volume of dry air.

o The transformation that allows one to use 4@ instead of U under the integral in Equation 13 is possi-
ble only for the HPE with specific boundary conditions. Modifying the boundary conditions or the specific
assumptions underlying the HPE invalidates this transformation. For instance, this transformation is not valid
for deep-atmosphere equations, or shallow-atmosphere based non-traditional quasi-hydrostatic equations.
However, depending on the upper boundary condition used either Equation 11 or Equation 12 will hold.

We will largely ignore these complications, however, and use Equation 13 as our total energy expression in
this section.

Ambiguity 3: The energy flux is NOT proportional to the energy density! For tracer transport, for example, a
material quantity y is transported, and the flux of y is equal to y times mass flux so that the transport equation
reads: % (pw) = =V - (Opy). It is tempting to do the same with specific energy E,

com- LhiS 1S, however, incorrect.
The local energy density

PP [K +cT + <I>] , (total energy density) (16)
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is not modified only by its flux, but also by the work exerted by pressure forces. The flux of energy therefore is
not [K +c9T + <I>] times the mass flux. The flux divergence is

V- {50 [K + T + @]}, (kinetic, geopotential, enthalpy flux) (17)

(see, e.g., the total energy equations for various vertical coordinates (5.8), (5.15), (5.18) that all have the same
energy flux term in Kasahara, 1974). A manifestation of this point is that waves can transfer energy without trans-
ferring mass. These relations are completely general and do not hold just for the primitive equations, but also for
non-hydrostatic or deep-atmosphere flows for example, Also, note that K + c,(,d)T + @ is the Bernoulli function;
without the specific kinetic energy term the Bernoulli function is the dry static energy!

Ambiguity 4: When using a pressure-based vertical coordinate system where we have just pointed out that the
integrand in the energy Equation 13 is not local energy density, one may ask why most physics packages are
formulated in terms of constant pressure and, if conserving energy, use (Equation 13)? The reason is that enthalpy
is commonly used to redefine the first law of thermodynamics:

dUY = —p“Dda'® + dQ, (1stlaw of thermodynamics) (18)

where Q is heating per unit mass. From Equation 15 and substituting Equation 18 it is observed that for enthalpy
we have

dh = dU@ +d (ap®) = dU@ + ad (p©) + p¥d («V) = «Vd (p) + dO. (19)

Hence we see that when pressure is constant and there is no heating dQ = 0 then enthalpy is conserved
(Vallis, 2006). This simplifies conservation of energy during phase transitions (once the definition of enthalpy
is extended to include water). Since the total energy in the formulation (Equation 13) includes only boundary
terms that do not change under the constant pressure assumption, using enthalpy as the conserved thermodynamic
variable automatically conserves total energy of the model.

Aside: Using (Equation 18) the prognostic thermodynamic equation used in models can be written in an “internal
energy form” (heating under constant volume)

@ p
% = F? o - p(‘” a'® (V U+ 00_1,2()) , (constant volume) (20)
where we have used that
Da“_D (1
Dt Dt \ p@ )’
1 Dp@
ey Dt
1( _ ow\ . Dp? - ow
=— V-v+—>,s1nce— =- (d)<V-U+—>,
P 0z Dt ’ 0z

L ow
=g (V. +_>,
* ( v 0z

and where w is vertical velocity and D/Dt = d/ot+ 0 -V + wdi. Or the prognostic thermodynamic equation can
Z
be written in an “enthalpy form” (heating under constant pressure)

DA _ DO

D = D + a0, (constant pressure) 1)

L‘;)d) T

using Equation 19 and @ = Dp@/Dx.
Henceforth, unless otherwise stated, we will assume a pressure-based vertical coordinate, #, with the common

assumption of constant pressure at the top boundary.

First, we remark that with a pressure-based vertical coordinate, the energy equation can be written more
generally in terms of specific enthalpy, UY + p@/p@, which for an ideal perfect gas (up to a constant refer-
ence) is
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R =UD + p@/pD = T, (ideal gas). (22)

that is, Equation 13 can be written as

% /// PPVE feomdV = % /// PV (K+h"+®)dAdz, (23)

where we integrate with respect to p“dz despite using a pressure-based vertical coordinate. The reason for using
p@dz is to avoid the ambiguity of using p as a mass integration variable. In addition to the differences associ-
ated with the hydrostatic and non-hydrostatic approximations, p could either include or exclude all water, or all
condensed water, or precipitating water etc. It seems better to avoid that ambiguity and extra complication by
explicitly integrating over vertical length times all the relevant densities.

Large-scale models will include, at least, the gas phase of water (i.e., water vapor) in its equations of motion
and thermodynamics in addition to dry air. Many readers will likely view this as a solved or trivial problem.
However, this seemingly modest increase in complexity leads to significant energy inconsistencies in many
current large-scale models (due to using the specific heat for dry air also for water vapor).

2.1.2. Total Energy of the Primitive Equations for Moist Gas (Dry Air and Water Vapor)

Most large-scale models make the following assumptions:

¢ Temperature assumption: Assumes that all constituents of the fluid (in this case, dry air and water vapor)
have the same temperature.

¢ Momentum assumption: Assume that dry air and water vapor move with the same horizontal velocity (at
this point we are not considering phase changes, precipitation and evaporation, so we may call o the gaseous
velocity vector).

With these assumptions the addition of water vapor does not modify the general expression K + U + & for total
energy, but it does lead to two changes. One is the addition of water vapor mass to the mass of the atmosphere and
the other is the thermodynamic effect. These will be discussed in the following two paragraphs.

Mass effect: Density now includes the effect of water vapor so that

Pl = Z PO = p(d)< Z m(f>>’ 24)

€Ly €Ly

where L, is the set of species included in moist air (in this case dry air and water vapor) and m® is the dry
mixing ratio defined by

@ p( )

where p© is the mass of species # per unit volume of moist air. Note that m@ = 1. The mass of air now includes
contributions from all species in moist air. If M©)(z) is the mass of species # in a column of air above height z

’

Z =00
M(K)(z) — / p(d) m(f) dz’, (26)
2=

then the hydrostatic pressure at height z is

pR) =g Y, M) @

CELy

Equations 24, 26, and 27 are completely general and not just applicable to moist air consisting of dry air and
water vapor.

It is noted that one usually formulates the above equations using a moist basis in terms of specific contents

¢
@ — p( )
9= plaih”

(28)
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If we assume that dry air and water vapor move with the same velocity the advantage of using a dry
basis instead of a moist basis is that the mixing ratios do not need to be re-computed when, for example,
water leaves the air parcel (precipitation). In this case p©“® changes so ¢ must be recomputed. On the
other hand, p® remains constant so m® does not need to be re-computed. This is discussed at length in
Lauritzen et al. (2018). However, note that if using a barycentric velocity basis, the prognostic continuity
equation for dry air p@ will have additional source/sink terms based on the diffusive precipitation and
turbulent mixing fluxes (discussed in Appendix F2 as well as Wacker and Herbert [2003]). These terms
are, however, small.

Thermodynamic effect: The second effect of water vapor is to modify the equation of state p = p(T, p@, p®»)
and, more generally, all thermodynamic relationships. A simple way to take water vapor into account is to regard
dry air and water vapor as ideal perfect gases, and moist air as an ideal mixture of them. From first principles:

* The perfect gas law holds in the form

p= p(d)R(d)T + p(wv)R(wv)T — p(a/[)R(aII)T’ (29)
where
Z ROmMm®
(ally _ “C€La
K - Z/EE 1 m®) (30)

with RY = kg / M@ and R“Y = kp/ M™?, respectively (M@ is the molar mass of gas component #, where
¢ = d (dry air) or wv (water vapor)). For non-gasses (i.e., condensates) R is zero.
e The perfect gas law is often rewritten in the form

p=p“PROT,, (31)
with virtual temperature 7, defined as

RWO
1+ Wm

T,=T| —oI (32)
Zt’eL’u” m*
¢ Specific heat at constant pressure:
@), (&)
(all) _ Z'f’eﬁau C m (33)
P ¢
Zfeﬁa,, m®
o Internal energy per unit mass U@ = ¢*"T where
@) &)
(all) _ Z’/”Eﬁau Co m (34)
v ' .
Zfeﬂa” m®

As a result, the primitive equations conserve the total energy (we reiterate that the integrand of Equation 35 is
not total specific energy)

/// P (Ereom)dAdz =) /// PO {m? (K +c'T + @,) } dAdz, 35)
feﬁg,“

where L, is the set of gaseous components of air (dry air and water vapor)
Loos = {d, wuv}. (36)

The above expression in Equation 35 decomposes the total energy into contributions from each component of
moist air treated as an ideal mixture of perfect gases. For real moist air, for example, Hermann et al. (2009) and
Feistel et al. (2010), the expressions c;/)T would have to be replaced by partial enthalpies, which in general
depend not only on temperature but also on pressure and composition.
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The effect of water vapor is not always included in the specific heat at constant pressure, that is, some models
(]
P

keep ¢, = c‘(,‘”, It is possible to derive energy-consistent primitive equations with that assumption. Although,

(wv)

)

is about twice the dry air value of cf,d) (see, e.g., Appendix G), the majority of moist air is dry air and not

;K) = c;d) is not too severe. Many physics packages and dynamical cores

use this simpler enthalpy formulation (Equation 22), in which case the total energy is

/// P (Efem) dAdz = /// PV [(K +¢,"T + @) dAdz. 37

(this is the “cf,d) total energy equation” used in many large-scale models).

water vapor, and hence the assumption ¢

While the above practice involves a slight loss of physical accuracy, it is energetically consistent since the equa-
tions conserve an energy. Note that we are considering a mixture of dry air and water vapor only, so there are no
latent heat terms. When including condensates in moist air (and thereby phase transformations) the latent heat
terms appear in the energy equation as discussed in detail in the next section. The energy inconsistency error
occurring if dynamics uses (Equation 35) and physics (Equation 37) is discussed in Section 4.5.1.

2.1.3. Total Energy of the Primitive Equations for Moist Gas With Condensates (Dry Air and Water
Vapor and Condensates)

Now let's add condensates to the mix! Condensates are not gases, so their inclusion in the thermodynamics is not
straightforward. A series of assumptions are made in today's ESMs to keep the problem more tractable, rather
than using a full multi-component fluid formulation (Bannon, 2002).

We extend the assumptions from the previous section to air that contains condensates:

¢ Temperature assumption: Assume that all constituents of the fluid have the same temperature.
e Zero volume assumption: Assume the condensates do not take up any volume.
¢  Momentum assumption: Assume that all components of moist air move with the same horizontal velocity .

The hydrostatic mass effect of condensates is straightforward. As mentioned in Section 2.1.2, the equations for
total density (Equation 24), species masses £ (Equation 26) and hydrostatic pressure (Equation 27) are the same
when including condensates. Typical condensates included in ESMs are cloud liquid ¢, cloud ice ci, rain rn, snow
sw and graupel gr. In this case the components of moist air in equations for L, is given by

La = {d,wv,cl,ci,rn,sw,gr}. (38)
Since L, contains both gaseous and non-gaseous (condensates) we define the set of condensates only
Leona = {cl,ci,rn, sw,gr}, (39)
and it is also convenient to define the set of all water substances

Lo = {wv,cl,ci,rn, sw,gr} . (40)

The specific heat of liquid forms of water are assumed the same

C(cl) —

(rn) — Uiq)
» ¢, =c, ", “41)

P

and similarly for frozen forms of water (cloud ice, graupel and snow)

C(ci) — C(sn) —

(gr) — (ice)
» » ¢t =c,) . 42)

P p

For notational convenience we refer to the density of liquid forms of water as p® = p) + p™_and similarly for
frozen forms of water p©® = p(cd + pGm» 4 p6)_ All mixing ratios represent mass of water species with respect to
the mass of dry air. If the model's microphysics scheme requires more forms of water they can easily be added
as long as they are characterized correctly in terms of liquid and ice. For notational purposes it is convenient to
denote
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p(120) = y@ “Z m, (43)
plaiD = p@ f;ﬁan m®, (44
and similarly for the mixing ratios
m(H20) = KECZHZO m?, (45)
mah = f;‘” m®. (46)

Please note that even if we assume condensates to be incompressible, the partial pressures of dry air and water
vapor are both affected by the weight (force exerted by the matter when it is in a gravitational field) of the conden-
sates. We see this by integrating the hydrostatic balance equation

dp

— @) — @ )
=" =~gs > m (47)

CeLyy

(where p@ includes condensates) and using Dalton's law of partial pressures to observe that

@) +p(2) =g Z M (z), (48)

€Ly

where M© is mass per unit area for species # defined in Equation 26. When there are no condensates present
then

pP2)=gMP(z)  and  p“(z) = gM""(2), with Leond = @. (49)

In the presence of condensates we can no longer pair terms on the left and right-hand side of Equation 48
and separate the pressure into a dry and moist part (see, e.g., detailed discussion in Section 2.4.2 in Lauritzen
et al. [2018]).

The perfect gas law and virtual temperature take the same form as presented in Equations 31 and 32, respectively,
if one assumes that the physical volume occupied by condensates is negligible (for details on the validity of this
approxiation see Equations 1.71-3 in Staniforth et al. [2006]). The virtual temperature is often approximated
further

(wv) Rwv) -
1+ & o 1+ =—mwv (wv)
_ R(d) N R@) _ R _ (wv)
T,=T —Zfeﬁ ool B T YO T+ =T [1 + < R@ 1) q 50)
all

which is exact provided that moist air is only composed of dry air and water vapor (i.e., condensates are not ther-
modynamically active). To derive the right hand side of Equation 50 we have used

1 _ 1 + m(wv) _ m(wv) 1 m(wu) - q(wv)
1 + m@» 1 + m@» 1 4+ m@®v

(5D

which, again, assumes that total water is water vapor only.

However, if this expression for 7, is used in the perfect gas law p = p@) R@ T then the resulting thermodynamics
can be inconsistent, depending on how the equations are used. For example, diagnosing p from p = p@b R@ T
using an approximated 7, is, in general, inconsistent. A general framework for making consistent approximations
is described in Section 5.2.3.

Relaxing the momentum and temperature assumption (Section 2.1.2) leads to a significant increase in complexity.
However, if we do make the momentum and single temperature assumptions, the total specific energy takes the
same form, K + U + @, but now condensates contribute to p“/), the internal energy and enthalpy.
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The specific enthalpy of an air constituent £ (we may call it a partial enthalpy) can be written in the form
ROT) = hy) + ¢ (T = Tw)., (52)

where hf)? is a reference enthalpy usually chosen to be the specific enthalpy of air component ¢ at
T,, = 273.15 K = 0°C (it would be equally valid to use the triple point of water which is T, = 273.16273 K).
Note that for ocean models the complete expression for enthalpy is a nonlinear function of pressure, temperature
and salinity rather than a simple linear function of temperature as used in atmosphere models, (Equation 52). The
enthalpy of moist air can be written as

pabyan 4 — Z PO [hf)f)) +(T - Ti)] . (53)

€Ly

Expanding the sum on the right-hand side of Equation 53 we get

p(all)U(aH) +p = P(d)Cl(,d)T + p(d) (hg(f)) _ C,(,d)TOO) + p(wv) [hgovb) + Céwv) (T _ TOO)] +
li (lig) (lig) i (ice) (ice) (54
p( i) [hOO +c, (T - T()())] + p(‘“) [hOO +c, (T - Too)] .

Only enthalpy changes have physical meaning. Hence, we rewrite Equation 54 using Kirchhoff's equations for
latent heats (note that latent heat release is when the heat is liberated to become sensible heat; here we are only
talking about the physical measures and not yet the physical effect):

Latent heat of vaporization (liquid — water vapor):

L(T) = Lo+ (c,(]w") - cf,“")) (T — T) , where L, o = hé’gu) - hgoi"). (55)

Latent heat of sublimation (solid — water vapor):

Ly(T)= Lyo + (cl(,w”) - cl(,i“)) (T — Tw), where Lo = hgg”) - hgge). (56)
Latent heat of fusion (solid — liquid):

Ly(T) = Lyoo+ (¢ = ci”) (T = Too) , where Ly00 = hlyy” — hi®, (57)
(see, e.g., pp- 114-115 in Emanuel [1994]). Note that the latent heat of fusion, Lj(T), may also be written in terms
of latent heat of vaporization and sublimation

L;(T)= Ly(T)— L(T). (58)

In Equation 54, there is some liberty in choosing the reference state in terms of reference enthalpy hf)f))

reference temperature T, (we highlight this dependency on the left-hand side of the latent heat formulae in
Equations 55-57). That said, the constants entering the definitions of the specific enthalpies of the differ-
ent phases of water are not independent of each other but must be such that h®(T) — h%(T) = L(T) and
hUDO(T) — ple(T) = L(T) as is shown next.

and

If we use the enthalpy of ice hgg") as our reference enthalpy then the enthalpy of ice is simply

hEeT) = hyg® + ;" (T = Too) . (59)
whereas the enthalpy of liquid, using Equation 57, can be rewritten as

hU(T) = h§3? + ¢ (T = Too) — Ly(T) + L(T),

= hS? + ¢ (T — Too) — [Lyoo+ (e — i) (T - Too)| + L(T),

) _ . . (60)
= g + ¢y (T = Too) — [y = his?] + L (T),
= Ry + ¢SO (T = Too) + Ly(T),
and similarly for the enthalpy of water vapor using the latent heat of sublimation
LAURITZEN ET AL. 15 of 83
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Ty = h§” + g (T = Too) — Ly(T) + Ly(T),
(61)

hoe? + ¢ (T = Too) + L(T).

The specific enthalpies for a liquid and water vapor reference states are given in Appendix C1. Substituting Equa-
tions 59-61 into the total enthalpy formula (Equation 54) and rearranging terms yields

p(aI[)U(aII) +p = p(d>c;d)7~+p(d) (hg(l)) _ C;d)T()()) +p(H20) [hgée) +cl()ice) (T - T()())]
+p“OLo(T) + p" Ly (T),

(ice reference state)

(see Appendix C1 for other reference states). As a result, the primitive equations, without fluxes through the top
and bottom boundaries, conserve the total (globally integrated) energy

% /// PV EfendAdz =0, ©2)

Efen= m(K+®)+ (hd - c"Top) + T

where

_ ) (63)
+m(120) [R69 4 ¢S (T = Too)| + m™? Ly(T) + m" L y(T),

(ice reference state)

for an ice reference state (see formulas for E

om fOI Other reference states in Appendix C1). We reiterate that E

feom

is not total specific energy, that is, E;

com MUSt be integrated over the entire domain to constitute a global energy

equation.

The dry air constant term (hgé) - cl(]d)Too) on the right-hand side of Equation 63 integrates to a constant globally
if dry air mass is conserved and hence the time change of that term is zero. This term contributes an unavailable
energy to the total energy and can thus be omitted in the total energy integral (as long as dry air is conserved). For
notational clarity we will selectively include this term knowing that it is zero in the energy equation.

We also note that if we expand the latent heat terms on the right-hand side of Equation 63 using Equations 56
and 57 and re-arrange terms, Equation 63 can be written as

Efeom = (K + d)S) + C/(Jd)T
+ Y m[K+ @+ (T = Too) + ] + m@ Ly oo + mU@ Ly . 64
€L p,0

(ice reference state, hg‘é) —c"Too =0)

that separates into a sum over all forms of water. Writing the energy equation in this form makes it clear that using
variable latent heats leads to using the correct specific heat for each water species in the enthalpy terms, cl(f)T.
This is not obvious in Equation 63, where the enthalpy term uses the same specific heat based on reference state
and the correct specific heat for each water species is hidden in the variable latent heat terms L(7).

(ice)

oo = 0. While one can arbitrarily choose reference states and
temperatures, they must be consistent between model components (unless accounted for in the model coupler)
or if one compares energetics of two models (Mayer et al., 2017). Oceanographers have a standard (TEOS-10;
http://www.teos-10.org/) where the thermodynamic standard for seawater defines the reference constants for the

Perhaps a natural choice of reference enthalpy is A

Gibbs function of seawater. It would make the most sense to define the reference constants for the atmospheric
partial enthalpies to be consistent with the TEOS-10 choice of constants. That is, however, easier said than done
as the liquid water enthalpy used by the Gibbs function strongly depends on pressure and is nonlinear in temper-
ature (which is not the case for the atmosphere enthalpy formulation used here). Some discussion of this issue
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can be found in Appendix D. It is beyond the scope of this paper to enforce such consistency across components,
although progress on that front does exist in the literature (Feistel et al., 2008).

2.1.4. Enthalpy Flux at the Surface
We have, so far, not considered energy fluxes into and out of the atmosphere, in particular, at the surface. Given
Equation 17 (cf., also Equations B18—-B20), the total energy fluxes at the surface are divided into

F,f:? + F,fj:) + F® (total energy flux at the surface), (65)

net

which is the enthalpy, geopotential and kinetic energy fluxes, respectively. Each energy flux at the surface will
be discussed in separate subsections starting with the enthalpy flux associated with mass transfer at the surface
(this subsection).

Atmospheric models lose water vapor (dew, rime), liquid (rain) or ice water (snow, hail, ...) to the land, land-ice,
sea-ice and the ocean. Similarly, the atmosphere receives water vapor (through evaporation and sublimation),
snow (through snow drift, except from the ocean) and other forms of water from the land, land-ice, sea-ice or
ocean surface. Not all of these processes are included in ESMs (usually just evaporation from the surface and
precipitation in either frozen or liquid form from the atmosphere).

When, for example, water evaporates from the ocean the atmosphere gains energy (and mass) which is compen-
sated for by ocean cooling due to the latent heat flux. Hence, this process occurs without any net change in the
total energy of the coupled system. In addition to the latent heat flux there is also an enthalpy flux associated
with the mass transfer between components that depends on the temperature of water. For evaporation, this
temperature can naturally be assumed to be that of the ocean or land surface. However, for falling water the
temperature at landfall is harder to compute (since falling precipitation is not prognostic in our current frame-
work). More on this later.

For a mathematical description of the surface enthalpy flux exchange, we distinguish between enthalpy transfer
from the atmosphere to the surface, denoted with subscript ¢ — s, and from surface to atmosphere, s — a. Simi-
~and that of the surface itself be 7,

tm,s surf,s*

Although there is a thin layer at the surface for which 7, . =T,  we distinguish between the two, since models

usually operate with layer mean temperatures, in which case, the surface layer temperatures will be different

larly, let the temperature of the atmosphere at the surface be denoted 7,

between components.

The enthalpy flux from atmosphere to surface depends on the form the water has before it hits the surface. This
is also true for enthalpy fluxes from surface to atmosphere (although this is simpler, as discussed in the previ-
ous paragraph). Assuming local thermodynamic equilibrium, the flux from the atmosphere to the surface is the
mass-flux of each species F.)

a—s

multiplied by its respective enthalpy at the atmospheric surface temperature, 7,

> ~atm,s®

(h) _ @) 1 (¢)
Fa_,s (Tarm,S) - 2 Fa—»sh (Tatm,s) . (66)

fe[,HZO

In reality each form of water has a different temperature in which case the terms in the sum on the right-hand side
of Equation 66 would be 1) (Tlfz _Y) where T) is the temperature of water species £.

atm,s

The superscript & refers to total enthalpy flux (F denotes flux). We are assuming that the dry air flux is zero,
F“ = 0. An example of the liquid enthalpy flux is the rain flux F"%. The ice flux can be snow F? = F*"), but

a—s — a—s a—s a—s?

may also include graupel and hail falling into the surface. Water vapor flux to the surface can be dew and rime.
Substituting the partial enthalpy terms Equations 5961 into Equation 66 and re-arranging terms (just like we did
in the derivation of Equation 64) yields

h o [ ; . i
F = 2 F2, [C,(, " (Tatms — Too) + hf{j")] + FY Lyoo + F Ly oo.

(67)

¢€L 0

Similarly, the flux from the surface to the atmosphere (exactly the same derivations as before but with T=T7, .

and flux reversed; s — a instead of a — s)
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Fs(i)a (Tvurf,x) = Z Fs(i)uh(f) (waf»Y) ’

‘€L o0
@) .0 (ice) (wo) (liq) ©8)
= Y Fo ey Torrs = Too) + hig?] + F2 Looo + F24 Ly oo.
reL H,0
where T, is the surface temperature in the surface. Water vapor can enter the atmosphere through evaporation

and sublimation. The process with which liquid enters the atmosphere could be spray and ice can enter the atmos-
phere through snow drift.

The net flux from the surface to the atmosphere, F,ff,) =F®? — F® isthen

a—s»

F® = Z F9 [h(ice) = CI(JK)T()()] + F(wU)Ly,oo + F(“'DL/,()()'F

net net 00 net net
reL H,0

(69)
7y (¢ ) (¢
Z FS(_JHCI(; )Tsurf,s - Z F(S—BSC’(; )Tatm,s-

¢€Lp,0 ‘€Ly,0

Note that the net fluxes of mass balance the mass change in the column

// [FO, - F2] dA= % /// PPOdAdz, ¢ € Lo, (70)

where dni/dt is change in mixing ratio # due to falling precipitation or evaporation and not phase changes, o /dr.
Consequently, the constant enthalpy terms in the square brackets on the right-hand side of Equation 64 exactly
cancel the surface flux terms when integrated over the global domain and the time derivative is taken:

gff P [0 (B = T dAdz (K0 — DTy %// PDROdAdz,

(hig? ="' Tw) [ Fr) d A,

net

where Frf? is the net change of water species £ in the column, and thus the terms cancel regardless of the choice

of reference enthalpy hgg” and reference temperature 7,

For simplicity we assume that the temperature at the interface is the same in both atmosphere and the surface,
T, = Taims = Tyury,s- In this case the enthalpy flux at the surface, Equation 69, is vastly simplified,
F" ~ Z EY [C,(,f) (Ts —Tw) + /’l(i”)] + FY Looo + FOP Ly oo

net net 00 net net

(71)

€L p,0
(ice reference state, Ty = Tums = Tour.s )

The surface enthalpy flux formulas for other reference states can be found in Appendix C2. Note that assuming
that all forms of water enter and leave the atmosphere at the same temperature is questionable (this assumption
is discussed in more detail in Section 2.1.13). Also, this surface enthalpy interface condition does not consider a
surface component using a different definition of enthalpy. An example from ocean-atmosphere coupling is given
in Appendix D. In this paper, we will not pursue this more complicated interface condition further, however, the
reader should be aware of the simplifications made in this section.

2.1.5. Kinetic Energy Fluxes and Surface Stress

The flux at the surface should specify the flux of kinetic, internal and potential energy. Thus far we have only
discussed the enthalpy flux. The flux of horizontal kinetic energy due to falling precipitation and water entering
the atmosphere can be written as

FK,, - FOK

s—a surf,s a—s atm,s

(72)
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where K, is the specific kinetic energy at the surface from the atmosphere side (or surface layer as we will

discuss in a moment) and K_

s 18 the horizontal specific kinetic energy of the water entering the atmosphere,

respectively.

The complications associated with specifying the surface (horizontal) kinetic energy flux is discussed further in
Section 2.1.13. For simplicity, let's assume that

F® = FUOR, (73)

net net 5

where K = Kums = Kyuryr.s is a common horizontal kinetic energy at the surface. No models, as far as the authors
are aware, transfer horizontal kinetic energy associated with falling precipitation and evaporation between
components. At very high vertical resolution and using a no-slip boundary condition the winds should be zero
at the surface making this terms zero. A detailed discussion of the subject of surface drag (mechanical stress) is
beyond the scope of this paper, however, a brief discussion is given in Appendix E as it does relate to the energy
budget in a substantial way.

2.1.6. Potential Energy Fluxes

Ideally the potential energy flux through the surface would require one to track the altitude at which each water
molecule in the air evaporated from the surface, and subtract the geopotential when that water molecule left the
atmosphere as precipitation. Thus precipitation takes potential energy out of the atmosphere only if it hits the
ground at a different altitude than evaporation (analogous to hydropower in mountains). Lacking such informa-
tion, our best guess is that the overwhelming majority of water has evaporated from the ocean and the flux can
be approximated as

FO ~ FU0, (74)

net

Another argument for Equation 74 is that most of the potential energy excess of precipitation with respect to @ is
dissipated aerodynamically when the drops/snowflakes fall through air (after conversion of that excess potential
energy into kinetic energy of the droplets). Hence most of the ® — @_ energy is in fact left in the air. A way to
consistently include that process in models (that assume a single temperature) is given in Appendix F.

Note that we have implicitly chosen sea-level as the reference height for computing potential energy. So, similarly
to enthalpy, there is a reference state (height) for potential energy. No models, as far as the authors are aware,
transfer potential energy between components.

2.1.7. Sensible/Turbulent Heat Flux

In addition to the fluxes discussed so far, there is also a surface turbulent/sensible heat flux F®? at the surface
which come about by direct contact interaction with the surface. It is typically parameterized based on measure-
ments of turbulent transport at a height, z, in the atmosphere:

FOrt) = (p@e\D) Sty |5 (21) = Dnsll (B (21) = 65) (75)

with the Stanton number, St,,, depending on underlying model, z, and the modeled states. Although these depend-
encies vary, flux differences are generally much less than the uncertainty of Equation 75, with the use of temper-
ature difference (T (z1) = T\) one example. Nevertheless, it is important that each component sees the same
sensible heat flux (Fi” = F¢%*" in Equations 3 and 4) and applies it consistently with the energy formulation
used in the components (see the example in Section 4.3.2).

2.1.8. Bulk Heating and Cooling

In addition to the flux terms and heating/cooling terms associated with phase transformations (that are already
represented in the enthalpy terms), there is bulk heating and cooling within the atmosphere. In particular, heating/
cooling that is associated with radiation. Others could be turbulent or wave dissipation incl., for example, ion
friction in the mesosphere. The radiative heating/cooling is represented as the divergence of radiative fluxes and
such a term should be included on the left-hand side of the energy equation. Integration of this term over a column
results in boundary terms (top of atmosphere, ToA, and surface terms). These terms can be written as
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(rad) __ (rad) (rad) (rad)
le FSW surf + FLW surf FToA ’ (76)

(e.g., Trenberth, 1997) where the net short-wave and long-wave radiation fluxes at the surface are F ;"‘Wdiw ; and
FE’V“‘,” )W - respectively, and Fy. ("'d) is the net radiative flux at the model top. The upward short-wave radiative flux
. (rad), (up) (rad),(down) (rad),(down)
at the surface is computed as F swoary = Fgy o with a the surface albedo and Fg; """ the downward
F(md) -(up)

LW surf>
state and parameterizations for surface emissivity and for reflecting downward long-wave radiation from the

shortwave radiation. The long-wave upward flux, is computed based on each underlying model's surface

atmosphere.

We re-iterate that the radiative fluxes represent a bulk source/sink of atmospheric energy, not a surface (or ToA)
boundary term; these result from integrating the divergence of the radiative flux over the column. For notational
clarity (and since this term is not discussed further), the sensible/turbulent heat flux and the bulk heating/cooling
terms are lumped into one term, Eﬁé’,‘"b"""”, on the right-hand side of the total energy equation (and we omit the
explicit radiative flux-divergence term on the left-hand side of the energy equation).

2.1.9. Final Total Energy Equations (Assuming T, . =T,

For notational brevity we assume that water entering/leaving the atmosphere have the same temperature,
T, =T

atm,s surf,s?
temperatures for water entering or leaving the atmosphere is straight forward by using Equation 69 instead of

in the “final” energy equations (extending to the more general equation allowing for different

Equation 71 for the net enthalpy flux). Adding all the terms described in the previous sections results in the
following total energy equation

QoD S mO K + @)+ T + mF20) [ (T = Tyg) + 5
ot €Ly

+m“ Ly(T) + m" L (T)} dAdz
F{ESE (Rew 0+ L7 [ (7= To) 7).

net net 00

FESOLL (T) + FU9OL, (T.) + FOrbaY 4 4 a7)

net net net
(ice reference enthalpy, Ty = Tom,s = .wf,s)

or, equivalently, by expanding latent heat terms and re-arranging terms:

%/f p(d){K+q>s+céd)T+ > m K+, +c(T - T, )+h('“’)

feL,ho

+m@ L o0 + m(“q)Lf-OO} dAdz
_y {fecz FO R+, + Ne (T, - Too) + h('Le)
H,0

+F(uL)LSOO + F(hq)Lf()o + F(rurbrad)} dA

net net net

(78)

(ice reference enthalpy, T = Tum.s = Tour.s )

Final total energy equations using other reference states can be found in Appendix C3.

For the following discussions/observations the time-change of water species ¢ is separated into local phase
changes and changes associated with water entering or leaving the column

om? _ om | om®
= +

= 79
ot ot ot ’ (79

v (©) —~(0)
respectively. Strictly speaking the (- ) and (%) notation should be = and ﬁa"' since it is meant to describe two

separate processes both of which change the constituent mass; the mass itself cannot be split into a part originating
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from phase changes and one originating from precipitation and surface exchanges that the notation could imply.
For notational ease, however, we use the notation in Equation 79 so that the time-derivative can stay outside the
vertical integral in the energy equations.

Important observations to be made regarding the enthalpy reference state terms: First of all, note that the
constant enthalpy term hgg“) cancels on the left and right-hand side of Equation 78 since

/// P { m<f>hgge>} dAdz = h® 9 = I { (D + @) } dAdz,
te€Ly,0 €Ly, 0

(80)
hg;”g W e"s X a9 sdAdz,
feﬁ,.,zo
= hi? FLldA,
00 fEllzl.12o]/‘ net (81)

In Equation 80 we have decomposed dm /ot into local phase changes and falling precipitation d/dt (m© + m)
(see Equation 79) and used that local phase changes just rearrange water while total water is conserved
om(H20) /ot =0 and, in Equation 81, we use that the mass-change in the column equals the flux into the

% /// pPOROdA = // FYdAdz, (82)

(falling precipitation and surface evaporation)

column

Second, note that, by making the common simplification of assuming that all heat capacities are that of dry air,
the reference temperature terms on the left- and right-hand side of the energy Equation 78 cancel since

9 /// PS8 D MO Ty tdA a’z=c;‘”Tooi /// PO D A0 bdAdz, (83)
at el at 4
telmmo0 FeLiy0

d 14
=¢"Tw X [ FyldA, (84)

€Ly, 0

= Cl(;j)Tb()/]-F( ZO)dA

net
(ve - ) = c(d))

P P

using the same manipulations as in deriving Equation 81.

Third, if variable heat capacities are used then a similar equation only holds for falling precipitation and water

/// DO Too} dAdz = // o) ' TooFyy)d A, (85)
t’eLH o €Lmm0

(falling precipitation and evaporation)

entering the column

whereas for phase changes

2 [l #3 3 o mtanaz o (86)
4 €Lm0

(phase changes only)
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due to the different specific heat weighting. This term is consistent with the definitions of latent heat and the

corresponding terms p Y’ oo m@ L, g0 when T, # 0; it is in effect an enthalpy term asociated with the latent
N 2

heats of water phases and implies no dependence on the chosen reference state (ice, liquid, vapor) or temperature

T,,- For constant latent heats and phase-independent water heat capacities (e.g., c[(f) = c[(,d) for all water species),

the right-hand side of Equation 86 is zero since Am(#20) /ot = 0. In the case of variable latent heats, and associ-
ated phase-specific heat capacities, if we were to change to a different reference state then the latent heat terms
would change alongside with T}, so that effectively one would get the same “physical” result (i.e., the energy
equation should not depend on reference state but the left-hand side and right-hand side separately do depend on
reference state).

In the following we will discuss the total energy equations under various assumptions. The discussion has been
split into several sections and will (in some sections) touch upon vast and complicated problems/subjects with
extra detail diverted to Appendices. The sections are about energy conservation

¢ (Section 2.1.10) under adiabatic conditions (dynamical cores),

e (Section 2.1.11) under the presence of local phase changes due to (parameterized) microphysics (no falling
precipitation, no re-evaporation, no momentum changes due to other unresolved processes, etc.),

e (Section 2.1.12) under the presence of momentum sources and sinks due to parameterized processes such as
boundary layer turbulence, gravity waves, etc. and

e (Section 2.1.13) for falling precipitation/evaporation and surface fluxes.

2.1.10. Energy Conservation in an Adiabatic Dynamical Core (No Phase Changes and No Fluxes)

Consider an adiabatic dynamical core with inert water species that is, there are no phase transformations and/
or fluxes so the global mass of each component of air is conserved. As a consequence, the latent heat terms and
constant enthalpy terms integrate to zero in the total energy Equation 62

0 i » ;
o /// p@ Z m® (—Cf)T()o + hﬁ,’g")) +m™ Lygo +m" Ly oo | = 0. 8&7)
‘€L y,0

The total energy equation becomes

9 /// PV EamdAdz = 2 /// P Y MmO (K+®+¢"T)| dAdz=0. (88)
ot ot &

(all enthalpy reference states, adiabatic dynamical core with inert water species)

consistent with the derivation in Lauritzen et al. (2018). Note that the energies discussed above are pseudo ener-
gies since constant terms in the energy have been discarded as they are zero when taking the time derivative.

It is common practice in large scale models to assume that the latent heat terms are constant which, by examina-
tion of Equations 55-57, is equivalent to assuming that all components of moist air have the same specific heat,

) =c"fort € Lo, (89)

where the specific heat of dry air is used since that is the most abundant air component in the atmosphere. In this
case, the total energy formula becomes

9 /// PPEfeomdAdz = 9 ﬁ ¥ Z m® (K + o, + c,(,d)T) dAdz=0. (90)
ot ot el

(all enthalpy reference states, adiabatic dynamical core with inert water species and c,(,f) = c,(,‘”)
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which is most easily derived by using Equation 64. Ideally, the dynamical core should use an equation set that is
consistent with the physics package. In this case this means assuming either variable, (Equation 88), or constant
latent heats (Equation 90).

2.1.11. Local Phase Changes and Total Energy Conservation

Parameterizations are, in general, not formulated such as to satisfy the conservation law in Equation 62, but rather
in terms of local thermodynamic variables that are conserved in the process under consideration (e.g., various
forms of static energy; Emanuel, 1994). Nevertheless, parameterizations (e.g., micro physics) that rearrange

. . (&) . .
water locally through phase transformations from one species to another, denoted "";—I, while preserving the total

water content a%rh(”zo) = 0, should satisfy conservation of energy (Equation 62). In this case, the temperature

change associated with latent heat release should locally at each grid point satisfy

% [ﬂ““cé‘”T + p PO OT 4 p DY L(T) + pwwq)Lf(T)] =0, o1

which, by expanding the latent heat terms and re-arranging terms, can be written as

0 v (¢ ~ (wu, > (li
5 [p(d) Z m([)cf) (T = Too) + p“i“? L g0 + pra ‘”Lf,oo] =0. (92)
tely

(ice reference; local phase changes; no falling precipitation or surface water source)

For notational clarity on the left-hand side of Equation 92 we add the term — % (p(d )cf,d)Too) = 0 (so that all terms
can be in the summation). These equations, perhaps most easily observed with Equation 91, are consistent with
the “moist atmospheric energy” in Equation 12 in Mayer et al. (2017). Note that since m(#20) is constant, the

constant enthalpy, kinetic and @, terms do not appear in Equation 92. Also, the property that m(H20) is constant
implies that the vertical coordinate is Lagrangian hence, with hydrostatic balance, dp(¢, 1)/dt = 0, for example,
the vertical coordinate is pressure-based. Then Equation 92 is a special case of the first law of thermodynamics
dh“D = q¢)dp = () when dp = 0.

@ _ @

Invoking the usual assumption/approximation that all forms of water have the same specific heat, c,” = ¢,”, in

P
which case the latent heat becomes a constant (see Equations 55-57), then Equation 92 becomes

d oT 0 (v < (lig
@ < Z m<f>—> =—— (m“ Lygo +m" L) . (93)

€Ly at 9t

@ = (@)

(ice reference; local phase changes; no falling precipitation; c,

Any temperature change due to local phase changes (not falling precipitation or surface water sources) should
satisfy this equation locally (in each grid point). A discussion of dni/drt (e.g., falling precipitation, evaporation) is
given in Section 2.1.13 once the surface fluxes have been discussed.

2.1.12. Local Momentum Sources/Sinks and Energy Conservation

Sources and sinks of momentum (e.g., gravity wave parameterization, boundary layer turbulence schemes or
other drag parameterizations) affect kinetic energy, and enforcing total energy conservation in their presence
is not straightforward due to its interaction with sub-grid-scales. In particular, we would like to point out that a
“naive” closure of the energy budget by transferring kinetic energy change into heat is, in general, not physically

oo T , @ | 9K
<Zm c”)dt;é <Zm>at. (94)

€Ly €Ly

correct

although sometimes applied in models (an example is given in Section 4.1.2). The rationale for turning the rate
of change of resolved kinetic energy into an increase of temperature is that ultimately kinetic energy is converted
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into heat by frictional processes occurring at unresolved scales. However dK/dt should in general be decomposed
into a flux divergence and source, and only the latter is potentially convertible into heat. Let us explain in more
detail.

Frictional dissipation of kinetic energy ultimately occurs at the molecular scale where it is turned into heating
(a.k.a. frictional heating). However, at resolutions at which ESM's are run there are many processes resulting in
a frictional force on momentum that are much more efficient than viscous effects for transferring momentum
to/from sub-grid scales (e.g., small-scale turbulent eddies, “eddy friction” due to cumulus momentum mixing
and breaking gravity waves). These processes are represented by a stress tensor in the equations of motion (e.g.,
Smagorinsky, 1963).

Since this discussion is focused on column physics, let's consider only frictional terms due to the vertical mixing
of horizontal momentum (formally, the z-component of the divergence of the stress tensor 7, see e.g., p. 36 in
Peixoto and Oort [1992]); that is, we are ignoring the cross terms in the stress tensor. The frictional force on
momentum is the divergence of the stress tensor (in tensor notation 7, = (7, 7zy) in Cartesian coordinates) so in
a physics column the horizontal momentum equations take the form

Do =~

~ —_F 95
D hs 95)

1 0 (-
=~ 3z (%) (96)
(Section 3.2.1 in Peixoto and Oort [1992]). Note that since this equation is for column physics the pressure gradi-
ent force, Coriolis force and horizontal advection of momentum terms do not appear. Now we can compute the
(specific) kinetic energy equation by multiplying (Equation 96) with ¥, using the chain rule for differentiation
and re-arranging terms

p(all)% _ @n D (lﬁZ) =p(a11)l-}"&= - 0 (?Z) _ 0 (D..ﬁ)_'__, .61). o7

Di D \2 b Uz

(mean kinetic energy equation in physics column)

Equation 97 is the mean kinetic energy equation as it describes the evolution of resolved-scale kinetic energy. The
interaction between the sub-grid scale kinetic energy (often referred to as turbulent Kinetic energy, TKE, but
could also be other un-resolved wave interactions such as gravity waves) and resolved scales is represented by the
stress tensor terms (right-hand side of Equation 97).

Now lets integrate (Equation 97) over a layer. First it is noted that by repeated application of the chain rule for
differentiation after expanding the material derivative and using the continuity equation for density, the left-hand
side of Equation 97 can be written as

@i DK Do ang) Dph
Y Igt [p K] K Dt ’ 5 5
ai Prd al a ai Prd w
= 5 [p( ”)K] +0-V [p< ”>K] + w—— [p< ”>K] -K {—p( 1 [Vu+ E] }

_ 91 @ @] o O [ @
= 0t[p K]+V [p KU]+6Z[p Kw],

(for column parameterizations with no interactions between columns the material derivative is D/Dt = 0/0t + wd/dz
rather than D/Dt = 0/0t + U - V + wd/az; for completeness we retain the horizontal term) which, when inte-
grated over a layer, becomes

DK D
(all) dz = 2 @ g dz
~/Iayer g Dt Dt layer g (98)

As a results the mean kinetic energy equation (Equation 97), integrated over a layer can be written as

D (all) / 0 /. - I 171
Dr Kdz = -5 cTz) + T — dz.
Dt layer g * layer 0z (U i ) i 0z z 99)
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The first term on the right-hand side of Equation 99 is in flux-form. Therefore, if we assume zero velocity or stress
at the lower and upper boundaries (more on that in Section 2.1.5) then this term does not change kinetic energy
in the column (only redistributes kinetic energy between layers). The second term represents the shear production
of TKE, and is a term in the sub-grid scale (turbulent) kinetic energy equations (Lumley & Panofsky, 1964).

The crux, in terms of energy conservation, is whether TKE produced by shear should be converted into a
resolved-scale temperature tendency or not. A more conceptual question is whether this conversion should be
called viscous/frictional.

Regarding the first question, if subgrid energy reservoirs are neglected, total resolved energy should indeed be
conserved, which can only be achieved by translating the shear production of TKE into an increase of tempera-
ture. Whether the underlying process is indeed viscous dissipation is more subtle. For example, by the second law
of thermodynamics, conductive heat transfer in stably stratified turbulence increases entropy, and thus potential
temperature, thereby increasing column-integrated enthalpy at a rate linked to the parameterized turbulent heat
flux. The energy needed for this increase comes from the TKE. Only the fraction of TKE not consumed by heat
transfer is dissipated to heat by viscosity, and conversely the parameterized heat flux cannot exceed an upper
bound controlled by the shear production of TKE (Akmaev, 2008).

Thus, although a loss of resolved kinetic energy must be compensated somehow by an increase of (potential)
temperature, the underlying small-scale processes are not purely viscous. An example of a rigorous closure in
ocean models, in terms of energetics, is given in Eden (2016).

In the special case where the stress tensor represents an eddy momentum flux (down-gradient diffusion typically
found in turbulence and boundary layer schemes) and is parameterized as

7, = —plaihyall )g—u, (eddy diffusion parameterization) (100)
z
(e.g., Kieu, 2015) Equation 99 becomes
K 9 K A
@n 9K . _ g < (all) (all)_) )y (ai) | OV dz. 101
/,W, LY /,y 0z \P Vo) TP Y oz aon
————
Redistribution of p(4/) K Shear production of TKE

which has the same form as molecular friction. In this special case, it can be argued that the last term in Equa-
tion 101 represents frictional/dissipative heating if 2@ is positive (note also that eddy diffusion with 2@ > 0
fulfills the second law of thermodynamics [Schaefer-Rolffs & Becker, 2018]) and can be included in the
(resolved-scale) thermodynamic equation for energy conservation (e.g., Bister & Emanuel, 1998):
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Note that the local change in the winds 0K /dt = 0 /ot ( %1?) is not equal to the frictional heating term (right-hand
side of Equation 102) since the energy-conservative redistribution of K (first term on left-had side of Equa-
tion 101) is missing.

In general, however, there is no guarantee that the last term on the right-hand side of Equation 99 is negative; if
positive (e.g., for sub-grid-scale gravity waves accelerating the flow) it would lead to “frictional cooling” if added
as to the thermodynamic equation to close the energy budget, which makes no physical sense (Becker, 2001).
Hence, in general, a sub-grid model is needed to close the energy budget since artificially closing the energy
budget at resolved-scales can lead to unphysical cooling. This is related to the immensely complicated subject of
the interaction between resolved and unresolved scales discussed briefly in Appendix A.
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For a comprehensive discussion of entropy budgets in numerical models see Gassmann and Herzog (2015). The
horizontal part of frictional heating is discussed in the context of dynamical cores in Section 4.1. Also, kinetic
energy and the boundary condition (surface stress) is discussed in Section 2.1.5.

2.1.13. Energy Conservation for Falling Precipitation/Evaporation and Surface Fluxes

In Section 2.1.11 we discussed energy conservation for processes in the atmosphere not involving falling precipi-
tation and evaporation. For water entering or leaving the vertical column the picture becomes much more compli-
cated compared to, for example, having a closed energy budget for phase changes.

Making the assumption that falling precipitation (that does not re-evaporate or undergo other microphysical
interactions) instantly hits the surface after formation (i.e., that it does not interact with the atmosphere, so that
it falls like an insulated rain shaft), the latent heat terms on the left and right-hand side of Equation 77 should
exactly match

at/// D[R Ly(T) + A" Ly (T)] dAdz—//[F;g”L )+ FuLy (T)| dA. (103)

(ice reference; falling precipitation \ w no interaction \ w environment)

This equation states that the temperature T’ should be the temperature at which the falling precipitation/evapora-
tion was formed for the atmosphere energy budget to be closed (under the single-temperature assumption, i.e.,
the temperature of the layer where the falling rain was formed). Note that evaporation is simpler since it enters
from the surface (known temperature) directly into the lowest model level and does not fall through the atmos-
phere. A similar budget holds for the enthalpy flux term that should balance the time change of the enthalpy terms
on the left-hand side of the energy equation

ot _/_// @ i(H20) 0T g A dz_// n(:zo) pOTdA. (104)

(ice reference; falling precipitation \ w no interaction \ w environment)

d H,0 _ (Hzo)
az/// @ m( 2 )K dAdz = //[ (r (105)

(falling precipitation \ w no interaction \ w environment)

as well as kinetic energy

For Equation 105 to be satisfied (i.e., closed energy budget) under the “insulated rain shaft” assumption then K
should be the horizontal kinetic energy where the falling water is formed and surface winds for water entering the
atmosphere. The potential energy budget is a little different

a:/// @ [, ]dAdz—// 759, a (106)

since it does not depend on temperature and wind. Also note that potential energy only changes if water exits the
atmosphere at a different elevation than where it entered and vice versa (see Section 2.1.6).

While Equations 103—106 under the insulated rain shaft assumption are energetically consistent, important phys-
ical processes are omitted. For example, measurements and theory for the surface rainfall temperature show that
it is approximately equal to the surface wet-bulb temperature (Byers et al., 1949; Gosnell et al., 1995; Kinzer &
Gunn, 1951), which, on average, will be warmer than the temperature at which condensation occurs. When the
droplets hit the surface their temperature can be different than the surface ambient air temperature or temperature
of the actual surface. For example, Anderson et al. (1998) observed that in the Indo-Pacific warm pool precipi-
tation is ~5 K colder than the sea surface temperature (SST). This means that specifying T accurately requires
parameterizations for the processes that precipitation undergo while it falls through the atmosphere. In addition,
the droplets exert horizontal drag on the mean flow as they fall through the atmosphere and water vapor entering
the atmosphere is accelerated towards the lowest model level winds. Precipitation also impacts the sensible heat
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flux as studied/discussed, in the context of CAM, in Wei et al. (2014) and not discussed further in this paper.
These processes (and possibly others) are generally not parameterized in climate models.

Frictional heating of falling precipitation: Let's first discuss the vertical component of kinetic energy of falling
precipitation as this has received some attention in the literature without broad adoption in global models. The
process is referred to as frictional heating of falling precipitation (Pauluis & Dias, 2012; Pauluis et al., 2000).
As soon as a droplet starts to fall there is a loss of potential energy which is first converted into kinetic energy,
which is afterward turned into internal energy by friction. Representation of this process is possible (it is actually
automatic) using the barycentric velocity framework. This is described in detail in Appendix F. Like in the case
discussed above where shear production is not the same as molecular dissipation, here the mixing dissipation
represents the true Stokes dissipation (which is likewise invisible). In Gassmann and Herzog (2015) this reinter-
pretation for numerical models has been given by analyzing the local entropy production of this process. Using
the barycentric framework this problem can, to some extent, be considered solved. That said, this formulation
assumes additionally that all species have the same temperature. There is some concern in the community about
that assumption. Since global models usually do make the constant temperature assumption, using the barycentric
framework would be a first step towards adding missing processes associated with precipitation and evaporation.

The horizontal momentum of falling precipitation has not been addressed (to the authors knowledge) in the liter-
ature. The falling droplets will, in general, exert a drag in the horizontal (slowing down the horizontal winds) as
they fall through the atmosphere. Also, when the droplets hit the surface they will have a horizontal momentum
component (even though the wind may be zero in a very thin layer at the surface, the lower model level will not
have zero winds). Possibly the common Lagrangian frame of reference as described in Appendix F could auto-
matically treat this problem.

In conclusion, when making the insulated rain-shaft assumption it is problematic to assign a temperature to the

latent heat flux and enthalpy flux (right-hand side of Equations 103 and 104, respectively). If one assumes that

(d)

the heat capacities for all forms of water are the same, c,

, then the latent heats become constant and Equa-
tion 103 no longer has a temperature dependency

% /[/ Y [fn\(wu)Ls,()() + r’n\(””)L/,()()] dAdz = // [F;Z’U)Ls.oo + F,fiiq)Lf.O()] dA, 107)

(ice reference; falling precipitation n w no interaction n w environment, c,(, ) = c,(, ))

and is trivially satisfied in models that have a closed mass budget Equation 82. Unfortunately, the enthalpy flux

term (Equation 104) still has a temperature dependency, even when making the simplification ¢ =

(d)
14 S

Most large scale models do not rigorously account for the energy terms associated with falling precipitation and
water entering the atmosphere, other than through (constant) latent heat terms. In terms of equations, this means
that terms on the left-hand side of the energy equation are not balanced by parameterizations in the atmosphere
and right-hand side flux terms:

0 (¢ @)
5/-///)(‘1) Z mn? (K+(I>5+Cp T)dAdZ (108)

‘€L y,0
(any reference; falling precipitation \w no interaction \ w environment)

The magnitude of these terms will be estimated in the next section.

3. Energy Budget Errors of a Climate Model

While the previous section is quite general in its assumptions (e.g., single temperature and velocity), in this
Section we discuss detailed issues that occur due to specific assumptions that are made in CAM in terms of
energetics. Therefore details specific to CAM will be explained in some detail although they are not necessarily
relevant to other modeling systems.

We present a concrete example of the energy budget, using simulation results from the CAM climate model. We
focus on the energy budget in parameterization suites where the total energy budget should be closed in each
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column. In the dynamical core, where there is interaction between columns, the integrated energy equation only
holds globally.

3.1. Physics (Parameterization) Vertically Integrated Energy Budget

To keep the discussion tractable we assume a hydrostatic model with the total energy equation given by Equation 77
that uses an ice reference state. This energy equation holds for the continuous state variables (u, v, T,m?, p )).
Although averaging the equations of motion, and hence also the energy equation, entails additional terms and
assumptions (as discussed in Appendix A), we follow the common practice and require that Equation 77 hold for

the grid cell averaged state, (u,0,T,m m”,p p . The implied model will only approximate energy conservation
imperfectly; however such a model will converge towards an exactly energy-conserving model in the limit where
grid spacing and time-step tend to zero. At finite resolution, a consequence of this assumption is that, without a
sub-grid model that can store energy (a sub-grid scale energy reservoir), energy on the resolved scales must be
conserved. As discussed in Section 2.1.11 this is problematic since terms that interact with the sub-grid-scale
must satisfy certain properties (e.g., down-gradient diffusion being turned into frictional heating at the resolved
scales) for the averaged energy equation to be physically valid. However, not all processes satisfy this property
(e.g., gravity wave parameterizations may accelerate the flow leading to “frictional cooling” to close the energy
budget at resolved scales).

Before discussing the energy errors, it is insightful to first assess the magnitude of the energy budget terms in a
real-world climate simulation. Again, to keep the discussion tractable, we use the CAM model, and hence make
assumptions specific to CAM. We will also diagnose energy budget changes associated with relaxing certain
assumptions, for example, by introducing variable latent heats and fluxes associated with enthalpy, kinetic and
potential energy.

Please note that in the following we focus on the vertically integrated energy budget in the CAM physics param-
eterizations. These represent all diabatic heat sources of the equations of motion. In a steady-state, or long-term
time average, their vertical integral must match energy flowing in and out of the upper and lower boundaries
in order for energy conservation to be satisfied. The horizontal transport we are going to neglect (and which is
computed in the dynamical core of the model) in general gives by design a vanishing contribution to the global
total energy budget, and its main role is simply to redistribute the heat of the diabatic sources, column by column,
such as to yield a locally vanishing long-term time average. Therefore, errors in the column energy budgets due to
physics parametrizations directly impact the dynamics, which in response produces local errors equal in magni-
tude and opposite in sign. Note that the integrated energy equations derived in Section 2 can be applied to the
partial (physics-only) budgets in the column, since the tendencies associated with transport are neglected. Local
energy conservation equations are presented in Appendix B2.

In terms of neglected terms and approximations to terms in the energy equation, CAM physics makes the follow-
ing assumptions:
e The latent heat terms are constant. This is equivalent to assuming that the specific heats of all species are the
same (in the case of CAM c([) (d) ,VO).
e The kinetic, enthalpy and surface- geopotential surface flux terms are neglected so that only the sum
( 2 ) q urb,ra
TP 4 F” Lun + i Lon + ™™, (105
is retained on the right-hand side of the energy equation.
e The ice phase represents zero reference enthalpy, hgge) = 0J /kg? (if it was non-zero the h('“) terms on the left
and right-hand side of the energy equation would cancel anyway as shown in Equation 81) and the reference
temperature is T, = 0°C (for reasons that will become clear that term is kept in the equations).

With these assumption the energy equation for each physics column can be written as

/‘““{( m(”20)> [?+5 +c@ <T—Too>] +m" Ly +m‘”q)Lf,oo}dz

d (Hy0)  —(wv) —(lurbrud)
= ¢! )Toaner + Fpet Lgoo + Fner Lfoo + Fe ,

(110)
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where for notational clarity we have re-introduced the term p )c(d)Too which integrates to zero anyway (see para-
graph under Equation 63). Furthermore, in terms of temporal evolution of the energy equation, CAM makes the
following assumptions:

o Only water vapor contributes to kinetic, potential and sensible heat: m(#20) x~ m@v. In other words, conden-
sates are massless in terms of kinetic, internal and geopotential energy (in Equation 110 i.e., the sum of the K|
@, and ¢, T terms multiplied by P m(H20)).

¢ In addition, the total water mass is assumed constant during physics updates. That means the water mass,
m(H20), associated with (i.e., multiplying) specific kinetic (K), potential (@,), and non-latent enthalpy (c,T)
is regarded as constant over the time-step; however the water mass associated with latent heat is updated
consistently with water mass conservation and phase changes. Keeping mass fixed is denoted with subscript

t = 1", that is, keeping the mass of water species # constant at its initial value when initiating physics parame-

terization computations is denoted pidin 5/ i,,.
These simplifications lead to the following energy equation that each CAM parameterization, in theory, should

satisfy:

CAM parameterization total energy equation

)‘l‘"

2 /ﬁ(d) {( _(Hz )> [K + CD + C(d) (T Too)] +ﬁ(“’”)Ls_oo +m“iq)Lf,oo}dZ
ot 11

d —( 2 ) —( —(lig) —(turb,rad)
= _C,() >T00 Fnct + Fm’t L.Y,OO + Fnet Lf,OO + Fner 5

(aSSume(109) ¢ = ¢ Wi = 0J kg2, Ty = 0°C, (™) = Am)

00

(#20)

. . . — . . —(H0

Since total water is kept fixed, the total water flux term c;d)Too F,. ~and the time-derivative of m,(= r,z, )c,(,d)Too are
zero. These terms are kept for the coming discussion on dependency on reference temperature. Also, even though
CAM uses m(720) » m@» we keep the notation m(*20) in Equation 111 to facilitate the discussion below where

we estimate the energy error associated with that assumption.

(#0)

After the last parameterization the total water (in CAM's case m,_, ~ = m(“ ”)) is updated leading to an imbalance
7(CAM)

(1:0) (subscript om(H20) /ot refers to imbalance due to letting total water evolve
am\"2%) /ot

in Equation 111 denoted A

in time)

2/E(d){<1+m(ﬂzo)> [E+6 +C(d) (T—ﬂx))] “OL 00+m Lf()()}d
ot
—(twbrad)} (112)

_AI(C?:ZZ)) = (d)FSetz )TOO + {Fnet Ls .00 + Fner Lf 00 + F
om /ot

(“dry-mass adjustment” equation)

By subtracting Equation 111 from Equation 112 (and expanding the time-derivative using the chain rule for
differentiation), it can be shown that the imbalance of updating total water is

©am - 9 [(d> —(H0) ] Tad T
Azom(”zo)/a, / {6t (l +m > } (K +®; +¢, T) dz. (113)

(“dry mass adjustment” - referred to as dme_ad just in CAM codes)

Caution: We remind the reader that the two last terms in the integrand on the right-hand side of Equation 113
are NOT potential and internal energy (see ambiguity 3 in Section 2.1.1). These terms came about by integra-
tion by parts and application of a specific boundary condition used in most pressure-based models. In this form
the internal and geopotential energy terms are not separated. The two terms are enthalpy (which obviously has
physical meaning) and (what we may refer to as) a surface geopotential term. If we consider falling precipitation;
the change in geopotential energy (not surface geopotential term) is large (since @ — @ is large where falling
precipitation forms) compared to the internal energy difference between where falling precipitation is formed and
the ground value of the internal energy. But in Equation 113 the enthalpy term is the largest. Hence it is important
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not to conflate the internal/potential energy terms with enthalpy and surface geopotial energy terms. A complete
mathematical description of this “caution” in the context of CAM is given in Appendix B1.

If we split om/0t into phase changes/kinetic energy of condensates “staying in the atmosphere,” dm/dt, and falling
precipitation/evaporation dini /ot as discussed in Section 2.1.13, Equation 113 can be written as

(©AM)  _ AFCAM) | AF(CAM) 114
dm( Hy 0) /ot dm(H2 O) /ot ()m( 10) /dl ( )
where
0 [ wsmo) (=, = .
AFCAM 9 |5 (K + @, +c >T) d
am(Hzo)/[), ot P K z (15)
(“spurious phase change term”)
and
AZCAM / 9 | 7" (E + O, + c“f’T) dz (116)
()m(Hﬂ)) Jor ot s 14

(total energy flux/change associated with falling precipitation - evaporation)

The first term in the imbalance, Equation 115, would have been zero if all forms of water were included in m(H20),
Since CAM only includes water vapor in total water, a phase change from water vapor to a condensate causes
spurious reduction in total water, and vice versa for phase change to water vapor. This impacts kinetic, surface
geopotential and internal energy. Hence, we refer to it as the “spurious phase change” term. The second term
is the kinetic, surface geopotential and enthalpy change associated with falling precipitation and evaporation,

ATEAM The total AZ“4M =AT (C(’m ) is referred to as “dry mass adjustment” in the CAM model code
om(129) 1o om(120) /5, omten) for

since there is an adjustment to the dry-mass to conserve tracer mass and dry mass (see Equation 3.65 in Neale
et al. [2010]). This is a quite common assumption in NWP and climate models as is also discussed in Section 7.4
in Catry et al. (2007) in connection with the barycentric formulation and mass fluxes.

A global energy fixer computes the global integral of this imbalance

7(€AM)
dA,
// ﬂm(H7O)/@l (117)

and restores energy conservation globally through a uniform temperature increase that exactly balances Equa-
AM)

om(H20)

each column (see Section 2.1.2 in Guo et al. [2019]) rather than using a global “fixer.” The global energy fixer
also fixes energy imbalances from the dynamical core, physics-dynamic inconsistencies and physics-dynamics

tion 117. It is noted that NorCESM, whose atmospheric component is based on CAM, restores AZC in

coupling (Lauritzen & Williamson, 2019). This concludes the description of the CAM energy formula in CAM
physics.

An important observation: Any total energy formula should be independent of reference state and, in particu-
lar, the reference temperature T;,,. Since we are using constant latent heats, we see that the T;,, terms on the left
and right-hand side of Equation 112 cancel regardless of the value of T, (see derivations in Equation 84) if all

. . H,0 .
forms of water are included in m(#20) and F"(er - ). So changing reference temperature does not alter the energy

equation. Similarly for changing from, for example, ice to liquid reference state. This can be illustrated through
the following manipulations

F@) Lo+ FYU9 Lo F@ (Lyoo + Lyoo) + FU9 Ly oo, using (58)

= F“9L,00+ Lysoo (F('”) + F(”")) ,
= F“9L,00+ Lyoo <F(HZO) - FO“’)) ,

= Fwor, ()()—F(“‘)Lf()()'l'F( )Lf()()
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and doing the same manipulation with £

feom

m® Lo +mY P L ;00 = m™“? Lyg0 — m Ly oo + m(#20) L0, (118)

we see that the last term in both equations above will cancel in the column integral as in Equation 104. Hence it
does not matter which combination of latent heat terms (last two terms in Equations C5, C7 or C9) are used along
with associated reference temperature. This also applies to fluxes sent to the surface components as long as they
are internally consistent with the surface component. For example, CAM uses an ice reference state and the ocean
model uses a liquid reference state and it is consistent to let the two components internally use FL_, + F4)
Ly and FOL, ) — FUOL,, respectively, with associated reference temperatures. For variable latent heats it
becomes much more complicated as discussed later.

A caveat for the above argument (particular to CAM) is that only water vapor is included in the 7}y, terms on
the left and right-hand side of Equation 112 so they do not exactly cancel since the left-hand side term includes
“spurious phase transformations” as described above. Hence there is a spurious dependence (although likely
small) on the reference state in CAM due to only including water vapor in total water.

Next we would like to give the reader a sense of what the terms in the CAM total energy equation look like in
real-world climate simulations. Figure 2 shows spatial plots of 1-year average values of terms in Equation 111. The
terms are computed using inline diagnostics from an Atmospheric Model Intercomparison Project (AMIP)-like
simulation cycling over year 2000 SSTs (more details on the CAM setup is given in Appendix G). Row 1 shows
1-year averages of the left- and right-hand sides of Equation 111 vertically integrated in each column as well as
the residual. That is, (a) is the average time-tendency of total energy from all CAM parameterizations (assuming
total water stays constant) and (b) shows the time-averaged fluxes into each column. Since CAM physics has been
constructed (in theory) so that each parameterization satisfies Equation 111, plot (a) and (b) should balance. This
is shown in (c) to be true to within 10-® W/m?2. The reader is reminded that we show terms in the total energy
equation only for CAM physics processes, with vertically integrated energy tendencies. In steady-state, or equiv-
alently for long-term time averages in climate equilibrium, the energy budget must be closed (Figure 2c), that
is, the net energy flux into the column through its upper and lower boundaries (surface energy flux minus ToA
energy flux) must be exactly balanced by the physics heat tendencies integrated over the column.

Figures 2d—2f show the break-down of total energy flux terms. That is, latent heat fluxes (d,e) and turbulent/
sensible and radiative flux (f), respectively. Note that individual latent heat flux terms depend on the reference
state (compare the last two terms in Equations C5, C7, and C9), but the total latent heat balance (adding up left
and right-hand side latent heat terms) does not (physically, latent heats are measurable quantities and should
therefore not depend on reference state).

While Equation 111 provides a closed energy budget, total water (which in the case of CAM is m(H20) a0y

has not been updated for the kinetic, enthalpy and geopotential terms. Figure 3 shows the “dry-mass adjustment”

(C(Lfl_')"), which, due to only water vapor
m

being included in total water in CAM, has two terms: A7, o) Jor (Spurious phase change term) and Af;cfm;al

(falling precipitation term), see Equation 114. The Figure shows the breakdown of the contributions from the

resulting from updating water vapor in the total water terms. That is, AT

kinetic K, @, and enthalpy (cl(,‘”T) terms to Al;iﬁy). First, we note that the adjustment tendency is more than
0.3 W/m? globally, and over +30 W/m? locally, as observed in previous atmosphere studies (Guo et al., 2019;
Harrop et al., 2022; Lauritzen & Williamson, 2019) and forced ocean simulations (see Appendix A4 in Griffies
et al. [2014]). While CAM does not have “explicit enthalpy fluxes” it is noted that they are effectively in the
global energy fixer (but not necessarily with the correct sign since all the energy stays in the atmosphere and is

not communicated/exchanged with the surface).

In the following we assess the energy tendencies associated with relaxing assumptions in the CAM total energy
equation. A natural first step is to include all forms of water in the total energy Equation 111, so that there is no
spurious phase change term. This leads to the following imbalance

o
sty [ (27| 5 (®emsm)ee

£€Leond

(total energy tendency due to non-precipitating condensates)
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Total energy tendency associated with updating water vapor (CAM)

0 _ . — _ . Yy
p D (1 + m(w”)) [K + &, + cj(pd) (T - Too)] + W Lg 0o + M UD Ly o0 pdz
(CAM) 4)=(wv) —(wv) —(liq) —(turb,rad)
- om(wv) /ot — —C; )Fnet Too + Fnet LS,OO + Fnet LvaO + Fnet
mean: 0.32 W/m"2
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"spurious phase change term" | These 2 terms can Total energy of falling on J23
due to CAM only incl. water | not be separated in precipitation and P
vapor in total water our diagnostics! evaporation 30N -

4 aid

om(wv) /ot om(wv) /ot om(wv) /ot 605
_‘ﬁ_dv,
908-. ’ . . g :
a (d) (’U)’U) F 6 (d)_ d 180 150W 120W 90W 60W 30W 0 80E 60E 90E 120E 150E 180
= | = 1+m VT )dz
ot [p ( T T O p global min = -90.36 global max=32.78
L N Vv/m~2
-30 -24 -18 -12 6 0 6 12 18 24 30
Dry-ﬂ:ass é:djus!:nent lF’HISl , ., Mmean:-0.02855 W/m"2

Dry-mass adjustment K mean: -0.002295 W/mA2 Dry-mass adjustment cp*T mean: 0.3516 W/m*2
L 1 1 1 1 1 1 1 1 1 1 1 Il 1 1 1 1 1 1 1 1 1 1 1

90N

90N
60N 6N
30N
04
308 30S =1

60S 60S =

-~ e
WARNING: depends on reference state WARNING: depends on reference state

20S =F T T T T T T T T T T T T 908 =
180 150W 120W 90W 60W 30W o 80E 60E 90E 120E 150E 180 180 150W 120W S0W 60W 30W o 30E 60E 90E 120E 1S0E 180 180 150W 120W 90W GOW 30W o 30E 60E 90E 120E 150E 180
global min =-0.05024 global max=0.02837 global min = -3.952 global max=0.3173 global min = -87.77 global max= 32.51
M W/mA2 | M W/mA2
-0.0072-0.0036 0  0.0036 0.0072 -1 -08-0.6-04-02 0 02 0.4 06 08 1 30 24 -18 -12 -6 0 6 12 18 24 30

Figure 3. (a) One year average of the total energy budget imbalance in each physics column, AZ¢M)

am(wv)
CAM is only water vapor); see also Equation 113. The global average of AI;C:({:Z) /ot is shown in the upper right corner of each plot. The imbalance can be split into

a “spurious phase change” term Equation 115 and a term Equation 116 associated with falling precipitation and evaporation. These two terms are, unfortunately, not
separable in our diagnostics (the former is, however, likely small). Panels (b—d) show the break-down of the kinetic, geopotential and enthalpy terms, respectively.
Observe that the enthalpy term is two and three orders of magnitude larger than then kinetic and geopotential energy parts, respectively.

/ot [W / mz], associated with updating total water (which in

where L., is the set of condensates (non-gases). Basically, this is the total energy tendency of non-precipitating
condensates, which in our experiments is, as expected, rather small with a mean of —0.0091 W/m? (see Figure 4a).
Larger values are found in heavy precipitation zones. Note that the energy of this imbalance should stay in
the atmosphere. Henceforth we will neglect AI(C“’; )

(20)

n

includes all forms of water in total water and not just water vapor so that the spurious tendency associated with

in our quantitative analysis, that is, assume that CAM

water-vapor-mass changes in phase transitions are not included in the dry-mass adjustment in Equation 112 (as
well as a spurious dependence on reference temperature). Unfortunately, we cannot easily compute the energy

tendency due to “spurious” phase transitions in the CAM code, but it seems likely to be similar (or smaller) than
CAM)

(120)

n

the energy tendency of non-precipitating condensates AZ°

m

If we now compute the dry-mass adjustment, including all water species in Equation 111, we get the following
imbalance:
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Effects of incl. all forms of water in CAM’s total energy equation

Imbalance of incl. all forms of water in "Dry—mass adjustment" incl. all water
CAM’s parameterization total energy equation: (energy tendency associated /w falling precip/evap)
(cAaM) _ CAM 0 (=H20) (% |, = &)
AT o) = AT, = /at [0 95" (K + 8, + T dz
d —(£) 0 (+ .= d) X(CAM) " : "
/ [p( ) ( > mt)] p (K + B, + >T) dz AT, 5 =0 (no "spurious phase change" term)
LeLcond
Imbalance by mcl aI] water in density mean: 0.0091 W/m*2 Dry-mass adjustment With all water mean: 0.35 W/m"2
90N A gl iidlael iadaalactaatoalas QON i b L N TP TP PP I Y TV
6N = 6ON '.-. ;
30N i 30N -
0 i 0 =
308 ] 308 -.
60 sos-: ~(CAM)
] [ | om(H20) /ot
R o I B s p s e o e U e ST T T T
180 150W 120W 90W 60W 30W 0 30E 60E 90E 120E 150E 180 180 150W 120W 90W 60W 30W 0 30E 60E 90E 120E 150E 180
global min = -0.002551 global max=0.1103 global min = -80.39 global max= 34.95
o S e . S
-0.048 -0.032 -0.016 0  0.016 0.032 0.048 30 24 -18 -12 -6 0 6 12 18 24 30

*Note: imbalance terms depend on the specific reference state used in CAM  hls® = 0J/kg?, Too = 0K

I(CAM)

(u 0)

Mo

Figure 4. One year average of the total energy budget imbalance when including all forms of water in (a) the CAM parameterization energy equation, A

Equation 111, and in (b) the “dry-mass adjustment” term AI(C?::‘ L) , respectively. The global average of AI(C(AM )) and AI(C?;T L is shown in the upper right corner
2%) Jor my, am\"2%) Jor

om

of each plot. Note that the total energy of condensates is small and the dry-mass adjustment term is comparable to the CAM dry-mass adjustment (Figure 3a) where
only water vapor is in “total” water.

0 ) XD O
AZEAM) A q€am o O ) m (1( + @, +c! )T) dz,
om(129) /o, m(,,uzo) / ot P fezﬁ:u// l ’
0 —(&) - = =
—ATCAM 9| @ ) (K + @, + C(d)T) dz,
m(uzo) / al g KE%:H l ’

— AZ(CAM) +AA(CAM) ,
(nzo) ()m(uzo) Jon

where in the second line we have used that the time-change of the sum of all water species due to phase-changes is

Zero: (Z s La” = 0. The second-term on the right-hand side in the equation is the total energy flux asso-

c1ated w1th falling precipitation and evaporation. Again, we see the advantages of using all water species in total

water in that the dry-mass adjustment does not have spurious energy adjustments due to phase changes. Figure 4

shows the two terms in AT : (a) AT (CAM ) and (b) ATCAM Note that AT ** s very small compared
am( 20)/@; ( am(H2 )/ay m(”Zo)

m

to the “dry-mass adjustment” term, therefore it may be neglected in this analysis, as stated above.
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Water fluxes

Flux of total water into atmosphere mean: 0.000206 mm/day Flux of water vapor into atmosphere mean: 1.609 mm/day
90N PR R | i .1 0 o 1 90N e o 1 PR PR B
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0 R 0 R
30s L 308 [
60S . R 60S 3 [
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global min =-13.73 global max=5.218 global min =-0.02668 global max= 5.583
| ey | M ey
-10 8 6 4 2 0 2 4 6 8 10 -10 8 6 4 2 0 2 4 6 8 10
Flux of liquid into atmosphere mean: -1.475 mm/day Flux of ice into atmosphere mean: -0.133 mm/day
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global min =-15.16 global max=-6.046e-09 global min = -2.357 global max=0.09059
| ey | M ey
10 -8 6 4 2 0 2 4 6 8 10 10 -8 6 4 2 0 2 4 6 8 10

Figure 5. One year average surface fluxes of water (fluxes are positive for inflow into the atmosphere; units are mm/day; in SI units the flux is kg/m?/s which is
converted to mm/day by using that 1 cm? of water is 1 gm and that the length of day is 86,400 s). Panel (a) is total net water flux and (b—d) is the breakdown into net
water vapor, liquid and ice flux, respectively. Note the similarities, in terms of pattern, between the total water flux and the dry-mass adjustment in Figures 3d and 4b
which accounts for the total energy imbalances associated with water leaving/entering the column.

3.2. Boundary Flux Terms Associated With Falling Precipitation and Water Entering Atmosphere

In the previous section estimates of the energy changes in the column that either should be compensated for
by missing boundary fluxes or missing processes in the atmosphere have been given. First, to understand and
analyze the energy fluxes at the surface, it is useful to plot the water fluxes at the surface (since they are para-
mount to the energy flux terms). Figure 5a shows the net water flux (with positive sign for water entering the
atmosphere) and (b,c,d) show the breakdown of the flux into water vapor, liquid and ice fluxes, respectively. Not
surprisingly, the liquid and water vapor fluxes dominate the net fluxes (on average).

In the CAM energy equation for each column the neglected flux terms for kinetic, geopotential and enthalpy,
are

P

P [Ro+ 46 (T, - 1) (120)

Note that in Section 2.1.6 the gepotential flux term was approximated by substituting ® with ®_. Essentially
that means that we assume that the “® — @ energy” remains in the atmosphere. We argue that this assumption
is physically defensible. For falling precipitation potential energy is converted to kinetic and then into heating
as a result of microturbulence dissipation processes (frictional dissipation of falling precipitation; Appendix F).
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As discussed in Section 2.1.13, it is problematic to specify the surface kinetic energy and temperature in Equa-
tion 120. For the sake of simplicity, considering that surface-air kinetic energy is generally small, and that the
surface air temperature often (not always!) is very close to the surface temperature, let's use the kinetic energy in
the lowermost level in the atmosphere, and similarly for temperature. Note that splitting the net material (water)
fluxes into downward and upward with different temperatures can easily be done—see Section 2.1.4 for the
enthalpy flux.

Including these terms in the CAM energy equation, as well as using all forms of water in m(#20), yields

% [ { (1 + m(””o)) [f + @, +c\ (? - T0>] + 1" Ly o0 + m(””’)Lf,oo} dz

—Azam(,,zo)/o AT 20) = —FUO [ (T T00> + K.+ 65] (121)
+FS:1U)L5,00 + FE:?)L 7.00 + Ff::rrb’md)

(CAM physics energy equation including surface fluxes of enthalpy, kinetic and geopotential energy)

where AI (120) oy + AT ( 1,0) is the imbalance required to close the energy budget. Now that the surface energy

terms are not ignored, the 1mbalance terms are clearly defined (dropping “CAM” superscripts to indicate that the
following equations no longer reflect specific CAM approximations)

AT = AT" +ATN +AT®
on(129) 1o an(12) /oy om(120) 7oy am(120) /5
where
o[ d)_(H’O)— ( 20) (4
AT® —/(‘“(T Tw) < |7 dz=TF' el (To = Tio)
am(120) 15, w) 5 _p | z et 00 (122)
2K) =0 [—wyz(120)] —( 20)=
= K— dz — ne K
()m(HZO)/at ot »p " | z ! (123)
7@ / 5.2 [07"] 4z - T3 (124)
am(H7 O) Jor | | net 5.

It is important to note that these imbalance terms do not depend on reference states. Before discussing the phys-
ical meaning of the imbalance terms, we note that including the extra flux terms on the right-hand side of
Equation 121 drastically reduces the imbalance in areas where the imbalances without those terms were large
(AL, 9r; compare Figures 3a and 6¢). For example, the imbalance in evaporation zones over the ocean, such
as off the west coast of South America, USA, Africa and Australia are reduced from ~30 W/m? to ~0.5 W/m?.

Rows 1, 2 and 3 in Figure 7 shows the first and second term on the right-hand side of Equation 122 (enthalpy),
Equation 123 (kinetic energy) and Equation 124 (geopotential energy), respectively, as well as the difference
(imbalance). Note that the separate terms depend on somewhat arbitrary reference states (so, on their own, they
do not have physical meaning) whereas the residuals (column 3) are not (they have physical meaning).

Why are the residuals in Equations 122-124 not zero? A theoretical answer to this question was given in
Section 2.1.13. We will repeat the argument here, but backed with values from our simulation. Let's start with
the kinetic energy imbalance where, the “dry-mass adjustment” (Figure 7d) is an order of magnitude larger (on
average) than the surface kinetic energy term (Figure 7e). This is due to the falling precipitation being formed
higher up in the atmosphere where the winds (i.e., kinetic energy) tend to be larger than the surface winds (that
are used to compute the surface K flux in this experiment). In CAM it is assumed that precipitation instantly
falls to the ground (as if it was falling through an insulated rain shaft). Assuming that the precipitation does
indeed hit the surface with a horizontal velocity component equal to the ambient atmosphere (lower level winds)

then Af(KzH o) represents missing processes, that is, how the precipitation interacts with the ambient air as it
om\"2%) 1ot
falls through the atmosphere to reach the surface layer wind (e.g., falling precipitation will tend to slow down

resolved-scale horizontal winds).
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Modified CAM total energy equation incl. missing flux terms

aat / (d){ (1 + m(Hzo)) [F + 0, + Céd) (T — Too)] + ) Ly 0 + m(liq)Lf,OO}dz
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Figure 6. Modified (consistent) CAM total energy equation terms in W/m?: (a) Imbalance introduced by “dry-mass adjustment” using all forms of water in the kinetic,
geopotential and enthalpy terms, (b) missing flux terms, and (c) is the difference between (a and b). Note that the imbalance is locally much reduced when using the

modified total energy equation. Also, the imbalance does not depend on the reference state (as should always be the case).

The interpretation is similar for AT®™_ The temperature at which precipitation was formed is different than the

surface temperature and hence there is an imbalance (row 1 in Figure 7). The surface geopotential terms match

well (Figure 7i) since they depend only on the column mass balance, which is closed in CAM. Please note that,

as mentioned in detail in the “Caution paragraph” under Equation 113, that this formulation approximates the

geopotential flux in terms of @ (see Section 2.1.6) and therefore assumes that the ® — @®_energy of falling

precipitation remains in the atmosphere (through conversion of potential energy to kinetic energy to frictional

dissipation/heating).

We note that cleverly choosing a surface wind and temperature that exactly matches the “dry mass adjustment” for

7

and enthalpy A
( )/Bt

kinetic energy, AT®
am(”2 O) /ot

in the column would not necessarily be accurate since this

assumption ignores processes for falling precipitation (Section 2.1.13). For example, a missing process relevant

to the kinetic energy budget is the exchange of momentum between ambient air and falling precipitation as it falls

through the atmosphere. This term is largest for high winds and large precipitation rates such as in hurricanes.

Similarly, falling precipitation interacts with the environment as it falls (on average falling precipitation will tend

to slow down the resolved-scale winds and the falling hydro-meteors tend to heat up the ambient air as they fall).
Hence, artificially closing the energy budget by cleverly choosing surface winds and temperature potentially
excludes important processes. The energy budget would be closed, but not entirely for the right reasons since all

the energy (from where precipitation was formed) is passed to the surface and none stays in the atmosphere. The

missing process of frictional heating of falling precipitation (conversion of potential energy to vertical kinetic
energy and then to heating through Stokes friction) and its possible incorporation into a model like CAM has been

discussed in detail in Appendix F.

The same argument can be made for the reverse process (transfer of water mass from the surface to the atmos-

phere), for example, evaporation. At the air-sea (or -lake, or -soil/-canopy) momentum is exchanged in the mass

transfer. In this case momentum transfer within the gas phase is extremely efficient and can be safely assumed

to be complete.

The temperature of water vapor from the surface is likely close to the known surface temperature.

LAURITZEN ET AL.

36 of 83



AGU . .
M\I Journal of Advances in Modeling Earth Systems 10.1029/2022MS003117

ADVANCING EARTH
AND SPACE SCIENCE

Modified (consistent) total energy equation assuming constant latent heats
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Figure 7. A breakdown of the imbalance term in W/m? (shown in Figure 6) associated with (row 1) enthalpy, (row 2) kinetic and (row 3) geopotential energy,
respectively. Note that plot (i) should be exactly zero, however, due to truncation errors in computing the diagnostics (and mass clipping—see Section 4.4) it is not
round-off.

LAURITZEN ET AL. 37 of 83



A7t |

A\ Journal of Advances in Modeling Earth Systems 10.1029/2022MS003117
AND SPACE SCIENCE
3.3. Latent Heats as a Function of Temperature
Now we move to the most complicated energy equation we will discuss here. Let's no longer assume constant
latent heats. In this case the total energy equation becomes
9 15 (1 + m(H20)> (f + i) +cT+ Y w7 (T - Too)
ot ‘€L p,0
ﬁ(wu)LS,()o + ﬁ(“{an 00} dz — AiL(T) - AfL(T) = (125)
—©) =~ = —( urb,rad)
- Z Fnet[ (TS_T00>+K]+Fnet L500+Fnet LfOO .
el H,0
where the imbalance terms are split into water changes and heating, which stay in the atmosphere, A7 r), and
falling precipitation/evaporation, AT, - These can each be divided into kinetic, enthalpy and geopotential energy
imbalances (as done in our previous imbalance equations):
$(K)  _ (@) @) @
Mg, = X g / pr'my’ (K +¢,'T)dz
GLuu
9 @, @ (126)
- > 5 P (K +c, T)dz,
fe{/d’,’wu’}
—a)y=)
A = 2 Y 5 T + 50 Loy + 57 Ly § dz,
() ot CELy (127)
—a—O 0T 0 (=@ 0 [—ay=lia)
—f Y pff)m,n cf,d) <p(d)m ) Lo — — (p(d)m ) Lyoodz,
cefraton) or ot ot
AS -
AL} 7, =0, (128)
and
~x) _ [0 —(d)A H,0) —(10)=
ALy = / K= [P ] —Fou K, (129)
AT@ — — 0 —(d) =(#,0) dz f(Hzo)(p
L(T) E = L et Sy (130)
— =D —®) =
sl = 3 |1 (T-t) & (7R) 4z Frl? (.- )|
f€£ H,0 ot ( 131 )
7(h)
—AT .
om(H29) /5,
First of all we note that Equations 129 and 130 are the same as AT® and AT in Equations 123
om(120) 79y om(120) 79,
and 124, respectively. Second, all the Aii’?n terms in Equations 126 and 127 appear because the heating from
momentum mixing and phase changes assume constant latent heats in CAM. For example, the down-gradient
diffusion of momentum should lead to a temperature change (frictional heating) in the column (not in each
grid-point as discussed extensively in Section 2.1.12) that should satisfy
0
25 / p'my,) (K +¢T) dz=0, (132)
CeL
all
whereas in CAM (with constant latent heats and only water vapor in total water) the heating due to kinetic energy
change in the column satisfies
9 [ @ ® @
o /p,n my) (K+¢,"T)dz=0. (133)
t’e{ld’,’wv'}
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Z"(K )
L(T)
a similar imbalance problem, although it is more complicated. When using variable latent heats the temperature

The difference between Equations 132 and 133 is the imbalance A Equation 126. The enthalpy budget has

change due to phase changes should satisfy

0 - o= 0 —wv) 2] —lig)
9 Z p(d)m cl(f)T + — <ﬁ(d)m ) Lo+ — <Z(d)m ) Lso =0,
pero ot ot

at each grid-point whereas CAM satisfies

—&) 0T —(wv) —(lig)

ﬁff,!)m,n Ci,d)a— + i (E(d)m ) LL()() + i (E(d)m ¢ > Lf,()() =0.
ot ot ot

Ke{ld’,’wv'}

(h)

The difference between these two equations is the enthalpy imbalance AT L)

in Equation 127 which, after
expanding and re-arranging terms, can be written as

“my —) —&) 0T  —wv @dT
AZL(T) - /px" [ E my €, E_mr” Cp E dz+
feﬁHzo

—=ON =

> 2(p(‘”m )c,ﬁ“sz, (134)
teLpo ot

—) [ ¥ ﬁ(mcma_T _m(wa(d)a_T} dz.

™" ™ =p " P
tebmo ot ot

Q

The first integral on the right-hand side of Equation 134 is the imbalance due to not using the “correct” heat
capacities for all forms of water, combined with the imbalance of only using water vapor in total water. The
second integral would have been zero if all water species had the same specific heat since total water is constant
for phase transformations. Since a phase change with variable latent heats is “weighted” with different specific
heats this extra term is non-zero. Unfortunately, we cannot compute this term in our diagnostics since we are not
able to separate phase-changes from falling precipitation/evaporation. In general, however, the two terms are of
opposite sign and of comparable magnitude. for example, for pure freezing of for example, supercooled cloud

. . . (ice) . . . (ico) ; (i .
water, the first term is positive <~ L f,o()% e ), while the second is negatwe( _% fee (c,(,“‘” _ c;]’“)) T). So esti-

mating just one will result in an overestimation of the magnitude of the sum.

The global average energy imbalance resulting from using variable latent heats when excluding falling precipita-
tion/evaporation, AT (excluding the second term in Equation 134 since it can't easily be diagnosed in CAM),
is ~0.26 W/m? (see Figure 8a) which, as mentioned in the previous paragraph, is likely an overestimation. The
imbalance is more than 1 W/m? in heavy precipitation zones where there are large amounts of water vapor phase
changing to cloud liquid. Since the specific heat of liquid water is about four times larger than the specific heat
of dry air, it is not surprising that areas with large precipitation amounts have the largest signal. This imbalance
should remain in the atmosphere and would be zero if CAM physics would have used variable latent heats.

Now let's consider the imbalance terms due to falling precipitation/evaporation. To compute the imbalance terms
in Equations 129 and 131 we use that

AT® = AT® — AT (135)

Figure 8b shows the first term in the imbalance AT, L(T)
— — —®)
[K + @, + (T - Too)] 9 [ﬁ(‘”ﬁz ] dz,
reL ot
Hy0
and Figure 8c the corresponding flux terms

—®)
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Figure 8. (a) Effect of using variable latent heats while keeping total water constant during physics updates in terms of energy imbalances in W/m?2. (b) Dry-mass
adjustment when using variable latent heats. (c) Surface flux terms associated with kinetic, geopotential and enthalpy. (d) Estimated imbalance due to falling
precipitation and evaporation. (e) Same as (d) but with constant latent heats (also shown on Figure 6¢). (f) Difference between the lowest level atmosphere temperature
and the skin temperature (which is SST over ocean).

Note that Figures 8b and 8c depend on the specific reference temperature used in CAM. Compared to CAM, the
enthalpy terms on the left and right-hand side of the energy equation are now weighted by their actual specific

heats. Compared to ¢’ cl(,"’”) is almost twice as large and ¢ is about four times larger (Appendix G). We see that

P P
effect clearly in the Pacific ocean evaporation zones where the terms are 20-30 W/m? compared to 10-20 W/m?
in default CAM with constant (dry air) latent heats. For heavy precipitation zones the imbalance increases by
roughly a factor of four, as expected. The mean is now —20 W/m? as compared to 0.3 W/m? in default CAM.
This is again due to the relative weighting of the different phases. In Figure 5 one sees that evaporation and
precipitation roughly balance in terms of water flux amount. However, precipitation is weighted twice as much as

evaporation in the enthalpy term because the specific heat difference makes the imbalance negative.

Now to the imbalance AT, ) of falling precipitation/evaporation with variable latent heats. Note that it is rather

complicated to compute AT, Ly since it is not only the difference between Figures 8b and 8c but we need to
subtract plot (a), see Equation 135, to subtract the phase change/heating that stays in the atmosphere. Also one
needs to subtract plot (e), Afam(”2")/m (this term appears since we are computing these diagnostics based on
the modified CAM energy Equation 121). Compared to the constant latent heat case (Figure 8e), the imbalance
is larger. There are several reasons for this. As mentioned above Figure 8a is likely overestimated. Second, the

specific heat weighting described above, combined with the ambiguous choice of ?x and ;_,. leads to a larger
dependence on the surface values of 7 and K. For example, in the tropics the falling precipitation is on average

colder than the T, used here and the ocean is usually warmer than the atmosphere temperature (see Figure 8f).
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Figure 9. Time series of global energy fixer tendency (in W/m?) for the three runs described in Section 3.3.1. The blue
curves are for the default CAM configuration and the red curves for a run including enthalpy flux terms in the energy
equation. The green curve is for a run with energy reset after the dry-mass adjustment, so that it only includes dynamical

core and physics-dynamics coupling imbalances. Plot (a) is the total energy imbalance whereas (b) is only the imbalance

due to the dry-mass adjustment. Comparing (a and b) it is clear that most of the variance in the default model is due to the
dry-mass adjustment and including enthalpy fluxes at the surface (despite the ambiguities of choosing a temperature for water
leaving/entering the column), the global variance can be reduced significantly. Plot (c) compared to (a and b) shows that the
dynamical core (and physics-dynamics coupling) variance and mean are small in comparison (this result may be specific to
the spectral-element dynamical core as its discretization is mimetic and hence inherently has energy conservation properties).

It is clear that using variable latent heats (which is inevitably more accurate from a physical stand point) exacer-
bates the issue of specifying a surface temperature for the surface enthalpy flux. It also highlights the increased
need to include missing processes such as frictional heating of falling precipitation to specify more physically
correct temperatures for falling precipitation as it exits the atmosphere.

An example of a variable versus constant latent heat inconsistency in a coupled ESM is given in Section 4 of
Golaz et al. (2019). The imbalance in this case was approximately 0.5 W/m?2. To avoid spurious energy imbal-
ances in the coupled climate system, the local inconsistency was fixed globally by adding a correction term to the
sensible heat flux (Appendix A in Golaz et al. [2019]).

The analysis above is based on annual average values and thereby omits temporal variations in the energy budget
imbalances. Time dependence of energy imbalances will be discussed briefly in the following section in the
context of the global energy fixer in CAM.

3.3.1. Boundary Flux Terms and Their Effect on the Global Energy Fixer

The global energy fixer in CAM restores total energy conservation by fixing energy imbalances introduced by
the dry-mass energy adjustment (AI,(;%%},;, term in Equation 114), dynamical core energy truncation errors
(discussed further in Section 4.1) and various physics-dynamics coupling errors (discussed further in Section 4.2).
The purpose of this section is to show that the temporal statistics of the global fixer largely coincide with those
of the dry-mass adjustment. The blue line on Figure 9a shows the global energy fixer at each time-step for a
1 year simulation (details of setup in Appendix G). The fixer has a strong diurnal cycle and oscillates between
~—1.5 W/m? and ~1 W/m2. The blue line on Figure 9b is the energy imbalance only for the dry-mass adjustment
(—AI‘(;:L f'u”))/a, term in Equation 114) which, by eye, matches the energy fixer in Figure 9a. The averages for the two
blue lines is —0.42 W/m? and —0.32 W/m?2, respectively (the latter is consistent with Figure 3a; note opposite sign
I;i(’%)/m) and the standard deviations are 0.41 W/m? and 0.44 W/m?, respectively. In
short, most of the imbalance is due to the dry-mass adjustment approximation.

since the Figure shows -A

In the second run, we account for the enthalpy of precipitation and evaporation (the last term in Equation 120) in
the total energy computation for the global fixer using temperature of the bottom atmospheric layer. Removing
this term from the total energy of the atmosphere at the end of the physics step in CAM mimics the transfer of the
enthalpy of precipitation from the atmosphere and transfer of the enthalpy of evaporation to the atmosphere.
These transfers are currently missing from the model. In their absence, the global fixer recovers corresponding
quantities within the atmosphere, with the net amount close to zero.

Although the global, averaged in time, amounts of enthalpies of precipitation and evaporation are close in magni-
tude, their variations in time are not small. These variations significantly affect the amount of energy distributed
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by the global fixer. As shown in Figure 9 (a) (red line representing the global energy fixer) and (b) (red line repre-
senting the dry-mass adjustment), accounting for the transfer of the enthalpies significantly reduces the variability
in the global fixer and dry-mass adjustment, with standard deviations 0.13 and 0.10 W/m?, respectively. The
averages of these quantities, —0.35 and —0.25 W/m?, respectively, are close to the default run, which confirms
that the averaged effect of the transport of the enthalpies (or its absence) is small.

From Figures 9a and 9b we conclude that, on average, the amount of energy redistributed by the global fixer is
close to the amount of the energy flux introduced by the dry-mass adjustment. To confirm this, we perform a third
run where we reset the global energy of the model to the energy after the dry-mass adjustment. In other words,
in this run the energy fixer corrects only energy errors or fluxes due to the discretizations in the dynamical core
and forcings that are applied in the dynamical core (Lauritzen & Williamson, 2019), not due to the dry-mass
adjustment. In this case, the curve in Figure 9¢ of the global fixer has much smaller variability, with standard
deviation of 0.07 W/m? and average —0.10 W/m?2. Hence, the energy error associated with the dynamical core
and physics—dynamics coupling combined is much smaller in magnitude and variability than the error associated
with the dry-mass adjustment.

This concludes the analysis of (CAM) physics energy terms and imbalances. We now consider other energy
budget errors in ESMs.

4. Other Energy Budget Errors
4.1. Numerical Truncation Energy Errors in Dynamical Core (Adiabatic)

In the absence of space-time truncation errors, the dynamical core conserves the same energy that the continu-
ous equations of motion conserve. In the case of the HPE system, the total energy equations were discussed in
Section 2.1.10. However, no operational dynamical cores known to the authors conserve total energy, mostly due
to explicit horizontal diffusion of the prognostic variables, filters and other sources of numerical energy error
(e.g., Jablonowski & Williamson, 2011). At ~1° resolution dynamical cores typically dissipate energy at a rate
of 1 W/m? (Lauritzen & Williamson, 2019). This energy dissipation can come from intrinsic dissipation (e.g.,
shape-preserving finite-volume operators) or explicit dissipation. The latter is discussed next.

4.1.1. Explicit Diffusion Operators and Energy

Consider artificial Laplacian diffusion of momentum added to the momentum equations in a HPE model

a0 -
L bnvis, (136)

where V, is applied along coordinate surfaces and v, is an empirical second-order horizontal diffusion coeffi-
cient. In some models, this term is added to the equations of motion for numerical stability reasons to control
spurious numerical noise at the grid scale. The diffusion term is formally similar to molecular viscosity (a physi-
cal process) although it is artificial. It differs from molecular viscosity in that it is not 3D and only applied along
coordinate surfaces without a correction term to z-surfaces.

The associated kinetic energy equation (similar to Equation 101) is

R _ 5.

0K a0
ot Jat

= -+ WniV;i,

= -+ wiV, (VaD),

= e { Vi[5 (Vid)] - (VaB) } (137)
= e+ uV2(K) - w(Vib),

Diffusionof K Dissipation of K

using the chain rule for differentiation. The first term on the right-hand side of Equation 137 redistributes kinetic
energy (hence the global integral of that term is zero) and the second term denotes the dissipation of kinetic energy
(always negative). For a closed energy budget the second term needs to be added to the thermodynamic equation
as an artificial frictional heating mechanism. In spherical geometry and with hybrid vertical coordinates the
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dissipation term must be carefully formulated to guarantee down-gradient diffusion. If the diffusion/dissipation
term in the momentum equations can be written as the divergence of a symmetric tensor then one can guarantee
down-gradient diffusion (which can be turned into heat). The trick is to derive the symmetric stress tensor which
has been done in Becker (2003) and Schaefer-Rolffs and Becker (2013) for Laplacian diffusion operators in a
hybrid vertical coordinate system. Unfortunately, Laplacian diffusion operators are considered too diffusive at
ESM scales and hence artificial diffusion operators are usually higher-order.

For higher-order operators (e.g., V}) it is less obvious how to assign a physical meaning to the terms and
separate them into diffusive and dissipative parts as in Equation 137; or even more challenging in spherical
terrain-following coordinates. In the absence of a better justified approach, it is common practice for dynamical
cores used in climate modeling to add the entire kinetic energy increment due to V;‘lﬂ as heating locally for an
improved total energy budget (e.g., Lauritzen et al., 2018). This term is ~0.5 W/m? so it reduces the energy error
by roughly ~50%. Since it is not obvious how to separate its diffusive and dissipative parts, this “artificial fric-
tional heating” is more like a local energy fixer than a correction derived from theory (i.e., deriving a symmetric
stress tensor). Note that models that use implicit diffusion through limiters and filters in the numerical operators
(e.g., Lin, 2004) do not have an explicit expression for diffusion/dissipation, and it is less obvious how to repre-
sent frictional heating due to momentum dissipation.

4.1.2. Sponge Layer Damping and Energy Conservation

An aspect that needs attention in weather and climate models is the choice of all dissipation processes and,
in particular, the treatment of the upper boundary in the atmospheric dynamical core. Most often, dynami-
cal cores apply artificial sponge-layer mechanisms near the model top to damp upwards traveling waves and
reduce the wind speeds. These can grow substantially in the upper model domain which is, in particular, true for
models with high model lids between 80 and 150 km. Examples of explicitly applied sponge-layer dissipation
mechanisms in the dynamical core portfolio of NCAR's CESM version 2.2 (CESM2.2) are Rayleigh friction,
enhanced second-order horizontal divergence damping, or an energy- and mass-conserving 2-Az filter in CAM's
cubed-sphere finite-volume dynamical core FV3 (L. M. Harris et al., 2021). In addition, CAM's spectral trans-
form Eulerian (EUL, Neale et al., 2010) and the Spectral Element (SE) dynamical cores (Lauritzen et al., 2018)
apply enhanced second-order horizontal diffusion near the model top. Some models like ICON, ICON-IAP and
MPAS use the gravity wave damping mechanism which is inherent in the vertical solver (Klemp et al., 2008).

Regardless of the chosen dissipation method, once it is applied to the velocity components or the related horizon-
tal divergence and relative vorticity fields it reduces the kinetic energy of the flow. This triggers the question of
whether lost kinetic energy should be converted to heat in an effort to conserve the total energy. And if yes, how?
Various algorithms are possible for this energy conversion which can either target a local energy restoration or a
global energy fix.

Here, we focus on the local energy restoration that is applied after an explicitly applied dissipation process. In
general, the kinetic energy loss due to dissipation 6K < 0 can be assessed via the approach

0K = Kufter - Kbefore (138)
= g ((B+55)2—52>
P (- o N2
- ¢ (52 +25- 65+ (57)" - ) (139)

= PG 65+ %p("”} 57 - 67

which compares the kinetic energy at a chosen grid point after and before the dissipation is applied. The symbol
p@ stands for the density and is treated as a constant. This is typically justified since the velocity dissipation
mechanisms do not change the mass or pressure at a grid point. In addition, 7 denotes the velocity vector, and
60 describes the reduction of the velocity components. All components of §7 are negative since the dissipation
slows down the wind speeds. The exact form of the 6K computation depends on the dissipation mechanism,
time-stepping approach and the dynamical core design, for example, whether a hydrostatic or nonhydrostatic
design is chosen. The details are not important for the generic discussion here. However, a concrete example for
Rayleigh friction is shown in Appendix H.
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The kinetic energy change (—6K > 0) needs to get converted to heat which, as before, needs to take the design
of the dynamical core into account. For example, when picking a hydrostatic HPE model with a pressure-based
vertical coordinate and the horizontal velocity vector & = (u, v)” with the zonal and meridional wind components
u and v the conversion utilizes (assuming a pressure-based vertical coordinate)

p(all) C;am 5T = p(a/[) céﬂll) (Tronserve - T) = _5K (140)

The resulting, slightly warmer temperature 7,

conserve

then replaces the temperature 7 locally via

6K
Teonserve =T — p(T])Cp (141)
1 /o - 1 .o o
= T-— <u~5u+55v'5v)
Clp 1 2, 1 2 (142
= T-—= <u5u+v§u+—(5u) + = (6v) )
¢ 2 2

in an effort to conserve the total energy at the chosen grid point. A nonhydrostatic dynamical core design will
require the use of the 3D velocity vectors ¥ = (u, v, w)T and 60 = (6u, év, Sw)’ which adds the contribution of the
vertical velocity component w.

It is also possible to approach the problem differently and utilize the chain rule for differentiation to assess the
kinetic energy change. This leads to

oK _ 0 (1 ~2) @ = 00
92 _ 9 (2 = Lo 143
a o (2 P =y (143)
or equivalently
6K = pU . 60. (144)

Equation 144 apparently differs from Equation 139. However, in models decisions need to be made about the time
discretization, and ¥ can be chosen in various ways. For example, a centered-in-time expression T=0+ %517 can
be selected which updates the velocity vector (before dissipation) with half the contribution from the dissipative
process. This leads to the kinetic energy change

5K = pudg.sp
R R (145)
= plb <U+ léﬁ) - 80
2
= PG 55+ %p(”//) 57 - 67 (146)

which recovers the form of Equation 139. The hydrostatic CAM EUL dynamical core, CAM's SE dynamical core
(Lauritzen et al., 2018), and the SE version embedded in the Department of Energy (DOE) Energy Exascale Earth
System Model version 1 (E3SMv1, Rasch et al., 2019) utilize Equation 144 with the original 7 from a previous
time level. They thereby apply the temperature correction

Teonserve =T — l (uéu + U5U) (147)

Cp

to mimic frictional heating due to their hyper-diffusion mechanisms (note that Lauritzen et al. [2018] reported
an additional factor of 1/2 for this temperature update (their Equation 59) which was a typographical error).
In contrast, the CESM2.2 variant of SE implements the time-centered velocity approach ¢ which leads to the
temperature correction shown in Equation 142.

Whether frictional heating should be applied, especially at the local scale and not as a global total energy fixer, is
debatable as it was outlined for the Laplacian diffusion operator above. When the dissipation is treated as a physical
process one can find arguments for it. However, if the dissipation is simply used to prevent numerical artifacts,
such as the reflection of waves at the model top, then frictional heating becomes questionable and might even lead
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Figure 10. (a) Six-month-mean horizontal-mean vertical temperature profiles of six Held-Suarez simulations with the FV3 dynamical core at the resolution C24L.64
(400 km, 100 km model top, CESM framework). Three maximum damping timescales 7 are depicted with (dashed) and without (solid) frictional heating due to
Rayleigh friction. (b) Vertical profiles of the Rayleigh friction damping coefficient k for the three maximum timescales 7 and p_ = 0.1 hPa.

to artificial temperature signals. This is demonstrated for a Rayleigh friction (RF) sponge layer in Figure 10 that
shows the time-mean and horizontal-mean temperature of the FV3 dynamical core (L. M. Harris et al., 2021) in a
dry Held—Suarez test case configuration without topography (Held & Suarez, 1994). In general, the Held—Suarez
test replaces the physical parameterization package of an atmospheric model with a Newtonian temperature relax-
ation and Rayleigh friction at low-lying levels below 700 hPa. This thereby mimics the effects of radiation and the
planetary boundary layer mixing, and enables climate-like model assessments of a dynamical core.

In the example below, FV3's resolution was set to C24 (400 km) with 64 vertical levels that reach up to about
100 km. The vertical grid placement utilized the level configuration of NCAR's Whole Atmosphere Model
WACCM6 with 70 levels (Gettelman et al., 2019), but without reaching up to WACCM®6's model top at about
140 km. Rayleigh friction can formally be represented by 60 = —kAt where At is the length of the time step
and k is the RF damping coefficient. In FV3 RF is activated above a user-chosen cutoff pressure p, and utilizes
the user-selected maximum RF timescale 7. We choose p. = 10 Pa and the three 7 timescales 1, 3 and 5 days
for demonstration purposes. These settings activate the Rayleigh friction in the top 14 levels between 107! and
10~* hPa with increasing strength. The vertical profiles of the damping strength k are shown in Figure 10b, and
the underlying equation is documented in L. M. Harris et al. (2021) and Appendix H. Appendix H also highlights
that a fully time-implicit algorithm is used to compute the induced frictional heating in FV3.

In FV3, local frictional heating due to RF in the sponge layer is applied by default. Here, we turn the frictional
heating either on or off to document its impact on the time-mean horizontal-mean temperature in the upper atmos-
phere. This is demonstrated in Figure 10a that shows the 6-month temperature averages in the upper domain after
an initial 12-month spin-up period. This spin-up period is needed to reach an equilibrium with the Held—Suarez
forcing when starting from an isothermal state at rest, as done here. Figure 10a documents the model response
to three RF damping timescales with and without frictional heating. The figure shows that the damping times-
cale 7 has a decisive impact on the mean temperature in the sponge layer above 0.1 hPa. In general, stronger RF
damping with shorter 7 timescales and thereby increased Rayleigh friction coefficients k (see Figure 10b) leads
to enhanced frictional heating effects in FV3. This is reflected by the higher mean temperatures with increasing
RF strength (dashed curves). This is expected behavior and not the focus of our discussion. Here we highlight the
large temperature differences for an identical 7 setting that are solely due to the application or non-application of
frictional heating. These are depicted by the dashed and solid curves with identical colors. Differences of up to
15-20 K are apparent near the model top. These temperature differences due to frictional heating become even
more pronounced above 10~ hPa. If, for example, WACCM6's full vertical domain with a model lid around
140 km is utilized temperature differences of over 100 K were found near the model top due to frictional heating
(not shown). However, a high sensitivity to other FV3 sponge-layer mechanisms like an enhanced second-order
divergence damping (used by default in FV3 in the two topmost layers) and an optional 2-Az filter was also found.
In the experiments here the 2-Az filter is not activated and the enhanced second-order divergence damping mostly
affects the topmost kinks of the temperature profiles in Figure 10a. The general spread between the simulations
with and without frictional heating remains unaffected by the top-layer divergence damping.
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None of the depicted simulations with and without frictional heating can be considered a reference solution for
the Held-Suarez test. The Held—Suarez test relaxes the temperature above 100 hPa to 200 K so that the close-
ness to the 200 K isotherm can be used to judge the temperature profiles. The FV3 simulations start deviating
from this isotherm rather quickly once the Rayleigh friction is activated above 0.1 hPa. This illustrates the impact
of frictional heating in FV3, raises awareness, and encourages continued discussions about energy conservation
and the use of frictional heating processes in atmospheric models.

In conclusion, we would like to highlight that Rayleigh damping has no physical meaning since it is ad-hoc in
form and not justifiable on the basis of physical theory. Hence, we argue that there should be no physical heating/
cooling term associated to it in the thermodynamic equation. Also, Laplacian damping introduced near the upper
boundary to prevent reflection of waves is purely artificial (introduced due to an artificial upper boundary) and
does not represent a physical dissipation process. Therefore, the momentum that is being dissipated should not be
converted into a heating/cooling term in the thermodynamic equation.

4.1.3. Energy Truncation Errors Associated With Discretizing the Inviscid HPEs

In addition to artificial diffusion operators, the choice of discretization of the inviscid equations of motion often
affect the energy budget. Nevertheless, energy conserving numerical methods, called mimetic discretizations, do
exist (e.g., Dubos et al., 2015; Eldred et al., 2019; Gassmann, 2013; Taylor & Fournier, 2010; Taylor et al., 2020)
(see Section 5.2.1). Briefly, one discretizes the Hamiltonian and the Poisson brackets themselves, rather than
the associated discrete equations of motion. The discrete equations of motion are then derived from the discrete
Hamiltonian and Poisson brackets. If the Poisson brackets are discretized in a way that preserves the key elements
of their geometric structure (anti-symmetry and some of the null space), then the resulting equations of motion
will inherit the desired conservation properties. The resulting Poisson system of ODEs can then be integrated in
time using an energy-conserving time integrator, such as a discrete gradient method (Cohen & Hairer, 2011). This
latter step is rarely taken (although see Eldred et al., 2019), since these integrators are in general fully implicit
and therefore too expensive for practical atmospheric models. In addition, the energy time-truncation errors for
inviscid dynamics are negligible (~—0.005 W/m?), making it hard to justify the increased computation expense
of energy-conserving time-stepping. In contrast, spatial mimetic discretizations are currently being used in some
operational climate dynamical cores (e.g., Dubos et al., 2015; Gassmann, 2013; Melvin et al., 2019; Taylor, 2011;
Taylor & Fournier, 2010; Taylor et al., 2020).

In the absence of time-truncation errors, vertical remapping errors and explicit diffusion the spectral-element
model conserves total energy. It has been found necessary for practical applications to employ explicit diffusion
operators that dissipate energy, because the nonlinear (inertial) energy cascade extends beyond the resolved
scales. The advantage of mimetic methods is that they help distinguish between the reversible and irreversible
parts of a model.

In contrast, energy-conserving vertical remapping has been found to be problematic. Hence, at least for the imme-
diate foreseeable future, dynamical cores (even those using mimetic discretizations) require a total energy fixer
to close their energy budget. Nevertheless, mimetic discretizations can reduce the amount of spurious energy that
must be handled in the fixer. Figure 9c shows the global energy fixer for the spectral-element dynamical core
(and physics dynamics coupling) as a function of time-step. Compared to the dry-mass adjustment, the spurious
tendency from the dynamical core (and physics-dynamics coupling) is much less (~—0.1 W/m?) in terms of
standard deviation and mean.

4.2. Physics-Dynamics Coupling Errors (Spatial and Temporal)

Assuming that physics and dynamics are based on the same equations of motion and thermodynamics, how phys-
ics and dynamics are coupled has a significant impact on the energy and mass conservation properties. Adding
physics tendencies throughout the dynamical core time-integration can produce energy errors (discussed in detail
in Lauritzen and Williamson [2019]). The applicability of parallel coupling of physics and dynamics is limited by
mass and energy errors (Donahue & Caldwell, 2020). If physics tendencies are interpolated from a physics grid
to a dynamical core grid (and the two grids differ), then the interpolation can lead to energy errors (Herrington
et al., 2018). There can also be physics—dynamics coupling errors if the continuous equations of the dynamical
core conserve a total energy that is different from the one conserved in the physics. This could be characterized
as a consistency error. An example is given in Lauritzen and Williamson (2019). For an extensive discussion on
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physics—dynamics coupling please see Gross et al. (2018). An example of similar issues in water mass conservation
can be found in Zhang et al. (2018). Since coupling errors have already been discussed in the literature, and
the scope of this paper must be limited, these errors will not be discussed further.

4.3. Thermodynamic Conserved Variable Inconsistency Leading to Total Energy Errors
Richard Feynmann remarked that (Feynman et al., 1989),

The subject of thermodynamics is complicated because there are so many different ways of describing the
same thing ...with respect to the internal energy U“", we might say that it depends on the temperature and
volume, if those are the variables we have chosen - but we might also say that it depends on the temperature
and pressure, or the pressure and volume, and so on.

Not surprisingly various different conserved variables have been used in moist thermodynamics (see, e.g.,
Emanuel, 1994), and parameterizations may adopt one rather than another based on what makes most sense for
that particular parameterization. This may lead to inconsistencies with the total energy formula. These inconsist-
encies occur when a parameterization is based on a conserved variable which is different from that of the host
model. From first principles both sets of conserved variables are correct, but they do not lead to the same energy
conservation formula.

Confused? Below is an example from the CLUBB parameterization of turbulence and clouds (Larson, 2017),
which has been implemented in CAM (Bogenschutz et al., 2013). This example illustrates the intricacies of this
problem, which are likely to be present in some form or extent in many comprehensive parameterization suites (as
far as the authors are aware). Please note that this is not a discretization error, but rather an error arising from the
choice of conserved variables. Since this subject has received little attention in the literature, it will be discussed
in some detail in the following section.

4.3.1. An Example From CAM: CLUBB

The CAM interface with parameterizations conserves Equation 111. That is, the total enthalpy plus kinetic energy
in each column satisfies

d —i —(wv - . —(li —(ice —(rhs)
E / Sdi” (1 + 5 ,,,)> [Cl(,d)T + K — Lv_()()m(l ? - LS_()()m( ):| dz=F N (148)

tt"

(assume(109), ¢ = e, B = 00 [kg?, m0) = m ), (") —“””).

(Williamson et al., 2015) where, for notational clarity, the right-hand side terms in Equation 111 are denoted

—(rhs) . - . . .
F' and, in order to facilitate a comparison of enthalpy with @, below, a water vapor reference state is assumed

(despite CAM using an ice reference state). The thermodynamic potential (which in CAM is a conserved quan-
tity) is used to update temperature as a result of heating in CAM parameterizations (assuming a water vapor
reference state). This thermodynamic potential is

(CAM) _ (d) lig) (lce)
o =Cp 1~ Logom" — Lygom (149)

00
Also note that since CLUBB conserves water,

C = Lyoom™ + Lyoom""® + L, oom® = constant (150)
which, when added to Equation 149, yields

(CAM) _ 1 (CAM) @ —(wo) —(lig)
hh(lce) =h R C=c¢, T+ Lsoom "+ Lyoom ™, s1)

U()

(CAM thermodynamic potential; ice reference state)

after rearranging terms and using Equation 58. The right-hand side of Equation 151 is now the enthalpy with
respect to an ice reference state, which is what is used in CAM. Hence, as long as total water is conserved, one
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can seamlessly switch between reference states (up to a constant which disappears in the time-derivative). Note
that Equation 150 does not hold in each grid-point if vertical mixing is included. It does, however, hold in each
column since vertical mixing conserves mass.

CLUBB is a model based on the anelastic approximation for the fluid equations (Larson, 2017). Rather than
enthalpy, CLUBB's prognostic thermodynamic variable is liquid water potential energy, 8,, which is conserved
under adiabatic transformations in the relevant approximations. The use of a different thermodynamic variable in

CLUBB (6, than in CAM <h(hffb’)" )> leads to two potential problems.
00

h(CAM)

(wv)

First, the mapping between 6, and needs to be handled correctly (see Section 4.3.2). Second, even if the

00
mapping is handled correctly, conservation of 8, violates conservation of hfu’{’:" ) because the two variables are
weighted differently in the vertical by the Exner function (discussed below).(l(])Because of such an inconsistency,
the combined model (CAM-CLUBB) conserves neither of the two variables and the discrepancy needs to be
resolved using an energy fixer. This situation arose because of a historical accident, namely, CLUBB was origi-
nally developed in the context of a different model that does conserve 6, and was only later ported to CAM. The
same problem also occurs in the Energy Exascale ESM (E3SM, Golaz et al., 2019).

In detail, CLUBB transports an approximate form of the conserved moist potential temperature 6, (see Cotton
etal., 2011; Tripoli & Cotton, 1981), which is defined as
Lyoo

6, =TI — -1 Im{io, (152)

)

where I1 is the Exner function, which is purely a function of pressure. CLUBB then returns to CAM the following
tendency of 6,

;(d) (1 + ﬁ(wu)) 6_0_1

_ i —(d) —(wv) T]
= = [p <1+m )we,, (153)

CLUBB 0z

which, if integrated in the vertical, yields zero, aside from fluxes at the upper and lower boundaries of the
atmosphere. In Equation 153 the ()’ variables are deviations from the grid cell mean values and w is vertical
velocity.

Therefore, if CLUBB is advanced one time step, then the profiles of 8, before and after the call to CLUBB are

related by
/(E) LA (1) dz=/<9_1) Al (147 dz, (154)
" "

or
/Ao_,zf;” (1 +m§,‘,””)) dz =0, (155)

where Af, = (E) T (E) , given the usual CAM assumptions of total water and pressure staying constant
tﬂ+ m

(d)
P o

during physics updates. Substituting the definition of 6, Equation 152 into Equation 155, and multiplying by ¢
we find

/ %,n (c,‘f”AT - Lu,mm""‘”) 79 (1 + ﬁ,:"”’) dz=0. (156)
Now, consider the host model CAM. Its conserved prognostic thermodynamic variable is enthalpy, Equation 149,
which should be updated according to Equation 148. Since CLUBB does not alter m‘ until CLUBB's diffusion
acts on it in a different part of the code, we will omit the last term in Equation 148 and take

(CAM) _ () _ (lig)
o =6 T = Looom™. (157)
00
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Figure 11. (a) Total energy imbalance between CAM and CLUBB energies, (b) kinetic energy imbalance in CLUBB and (c) energy imbalance excluding kinetic
energy imbalance (as if CLUBB included frictional heating that locally converts dissipated momentum into heating - currently done columnwise with fixer). Figure (c)
is plot (a) minus (b), that is, the energy imbalance as a consequence of differences in thermodynamic potential in CAM (enthalpy) and CLUBB (liquid water potential

temperature). All units are in W/m?.

If CLUBB were to conserve h(CAM ), then advancing CLUBB one time step would yield
()

/ ARCAM 5@ (1 +m('”)> dz=0, (158)

h(u:.)

in the absence of fluxes through the top and bottom of domain. We write this in terms of 7 by using the definition
of h(CAM) Equation 157, which yields
i

00

/ (C,(;d)AT - Lu.o()Am(“m> ﬁﬁg) (1 + mﬁf.“”) dz=0. (159)

What CLUBB does (see Equation 156) is not what is required for conservation of CAM's h(CAM) (see Equa-
Al

tion 159). CLUBB's integral differs because it includes I1~!, which preferentially weights CLUBB s tendencies
in the upper part of the atmosphere. The resulting energy imbalance in each column is shown in Figure 11c. The
global average tendency is rather large ~0.4 W/m?, and similar in magnitude to other leading energy imbalances/
errors in the system. Currently, this imbalance is restored in each column as a uniform heating increment (but

only in the layers where CLUBB is active). To avoid this inconsistency in CAM, CLUBB could use h(CAM ) rather

(J()
than 6, as its thermodynamic potential.

Aside: Figure 11a shows the total imbalance and Figure 11b the kinetic energy imbalance in CAM-CLUBB.
The kinetic energy imbalance is non-zero since CLUBB does not include frictional heating (also discussed in
the context of dynamical cores). The kinetic energy budget would be closed if local heating were applied where
momentum is dissipated (through mixing/turbulence). This missing heating is large (~1.8 W/m?).

4.3.2. Thermodynamic Inconsistency in Sensible Heat Flux in CAM-CLUBB

Another thermodynamic inconsistency in CAM-CLUBB is that the sensible heat flux, F®™), provided by the host
model, CAM, is passed incorrectly to CLUBB.

Neglect kinetic energy (i.e., assume for the moment that CLUBB does not alter winds), neglect radiation, and
assume that there are no phase changes. Then CAM's energy equation reduces to:

0 - wo — —(turb)
5/{ @ [1+_f ,J] },"’T} dz=Fou . (160)

In contrast, CLUBB conserves

%/{“‘“ [1 +—§‘“f,,’] 0/} dz =79 [1 +—f“,°,,)] wo

That is, CLUBB conserves a potential temperature variable rather than temperature. In the absence of phase
changes, Equation 161 becomes

—(turb)

=Foer - (161)

surface
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CLUBB sensible heat flux consistency experiments
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Figure 12. One-year average of total energy imbalance for CLUBB in W/m? (a) including frictional heating and default CAM sensible heat flux passed to CLUBB (see
Equation 164), (b) including frictional heating and scaling the sensible heat flux for consistency (see Equation 163) and (c) the difference between the first two panels.

d — wo] T —(turb)
> / {p(‘” [1 +ﬁf=,ﬁ] ﬁ} dz=TFoa . (162)

In order for the sensible heat flux to result in the same temperature change in the column, then the CAM turbulent
heat flux should be scaled by the surface Exner function, I1, so that

—(turb)
—(turb) F et

net - 9
d
c,(, I,

(163)

(in terms of the actual CAM CLUBB interface code, the actual flux passed to CLUBB is expected to be in units

—(turb) , . .
of [K/m?], and so F,,te, is divided by the air density at the surface).

In the current coupling of CLUBB with CAM, the following flux is erroneously passed to CLUBB

—(turb)
Ll (164)
@

which is missing the Exner function in the denominator. By consistently scaling the sensible heat flux, the imbal-
ance between CAM and CLUBB energy is reduced, as shown in Figure 12. It shows a 1-year average of the
total energy imbalance for CLUBB when including frictional heating and using the default sensible heat flux
(Equation 164) formulation. Note that the imbalances are large over high orography, where 1/I1  is large. By
using the more consistent formulation of the sensible heat flux (Equation 163), the imbalance over orography is
significantly reduced. Since the spurious biases over high orography were negative the imbalance in terms of the
global average is increased from ~0.41 to ~0.57 W/m? Discussing the impact of this change to the climate is
beyond the scope of this paper.

4.4. Mass Clipping Errors

Parameterizations (e.g., vertical diffusion) or the dynamical core may produce small negative mixing ratios of
water vapor and/or other forms of water. Usually these negative value are clipped by simply setting the mixing
ratios to zero. This is seen by the model as a spurious source of water and thereby impacts total energy. That said,
these errors have been found to be very small, but will show up in an accurate budget analysis. The error appears
as a bias (always positive), so it could accumulate over time in long runs. This topic is discussed further in Zhang
et al. (2018).

4.5. Inconsistencies Between Dynamical Core and Parameterizations

The dynamical core may be based on equations of motion and thermodynamics different than those assumed in
the parameterization suite.
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4.5.1. Example 1: Latent Heat Inconsistency

NCAR's spectral-element dynamical core uses the same HPE equations as CAM physics, except that it assumes

variable latent heats. This means that the enthalpy terms, and therefore the total energy formula, differ as discussed

in detail in Section 2.1.10. This leads to a ~0.6 W/m? imbalance. This inconsistency can be alleviated by scaling
the temperature increments, A7, accordingly
AT
—an (165)
CP

where the generalized c;"”) is given in Equation 33. Hereby the energy increment associated with the enthalpy

terms are the same in physics and dynamics. This approach is also taken in FV3 (L. M. Harris et al., 2021).

4.5.2. Example 2: Different Vertical Coordinates in Physics and Dynamics

Many non-hydrostatic models are formulated using a height-based vertical coordinate (e.g., Skamarock

et al., 2012). Leaving aside the non-hydrostatic effect, the total energy differs between a z-based HPE system and

pressure based HPE system due to the different boundary conditions (constant z and p at model top, respectively);
see Equations 11 and 13. Heating increments, AQ,, added under constant pressure and constant volume assump-
tions lead to different temperature increments (AQ/ c;,"”) and AQ/ ¢\, respectively). A scaling of the temperature

increments by cl(,“”) / c,g””) can alleviate this inconsistency. There are other inconsistencies in this context (e.g.,

related to top boundary condition) that are beyond the scope of this paper to discuss.

S. Summary and Future Directions

5.1. Summary

A summary of total energy errors discussed in this paper is given below:

» Dynamical core total energy errors (Sections 2.1.10 and 4.1) can be large (~0.1-1 W/m?) at large-scale model
resolutions (~1°; Lauritzen & Williamson, 2019). Errors are expected to decrease as horizontal/vertical reso-
lution increases. At least for lower resolution applications, further research in energy conserving numerical
methods is highly recommended (Sections 5.2.1 and 5.2.2).

e Temporal physics—dynamics coupling errors (where tendencies are added throughout the dynamical core time
loop) can be large (~0.4 W/m?, Lauritzen & Williamson, 2019, see also Section 4.2), but can be reduced by
clever physics—dynamics coupling methods (e.g., mass-weighting of momentum and enthalpy tendencies; see
Section 4.5). Errors, in general, are expected to decrease with shorter physics time-steps and adequate weight-
ing of the tendencies for energy conservation.

e Spatial physics—dynamics coupling errors due to mapping tendencies between grids (if applicable) are small
(~—0.1 W/m?, Herrington et al., 2018). This error will decrease with increased resolution (see Section 4.5).

¢ Physics—dynamical errors due to the fact that the energy associated with the continuous equations of the
dynamical core is different than the energy of the physics (e.g., due to different a-principio approximations)
can be large when the dynamical core uses variable latent heats and physics does not (~0.5 W/m?, Lauritzen
& Williamson, 2019). These errors can be alleviated by clever scaling of tendencies (e.g., Equation 165; see
Section 4.5). Other errors could be associated with constant volume dynamical core versus constant pressure
physics (Section 4.5.2).

e Enthalpy tendencies associated with falling precipitation and water entering the atmosphere are large
(~0.3 W/m?) when using constant latent heats and even larger (~1.1 W/m?) when using variable latent heats.
Locally, the errors can be orders of magnitude larger. This error, in general, is not expected to decrease with
increased resolution. In fact, larger water contents at higher resolution may make the issue worse. This error
is extensively discussed in Section 3.

¢ Kinetic and potential energies associated with falling precipitation (and evaporation or other forms of water
entering the atmosphere) are small (~<0.02 W/m?). This error is expected to increase with increased resolu-
tion for the same reasons as for enthalpy flux. This error is extensively discussed in Section 3.
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 Errors associated with not including all forms of water in pressure/mass are small (~<0.01 W/m?). Local
errors could increase with increased resolution as the water content locally is larger at higher resolutions. This
error is extensively discussed in Section 3.

¢ Thermodynamic inconsistency errors in parameterizations: These imbalances are, of course, specific to the
inconsistency in question. For example, we showed that the inconsistency between CLUBB using moist
potential temperature 6, as its conserved variable and CAM using enthalpy leads to ~0.4 W/m? imbalance.
Similarly, inconsistencies in surface sensible heat flux between the host model and the parameterization (in
this CLUBB) can lead to significant errors/imbalances in the total energy budget. This error is extensively
discussed in Section 4.3.

For a closed energy budget that fully accounts for falling precipitation (and water entering the atmosphere)
it is necessary to specify temperatures and kinetic energies of water entering/leaving the atmosphere (for the
surface flux terms). This has also been noted in several other studies assimilating observations and diagnos-
ing energy budgets (Kato et al., 2021; Trenberth & Fasullo, 2018). This is problematic (as discussed here in
detail) since falling precipitation is formed away from surface and the temperature and winds can be quite
different from those near the surface where, ultimately, falling precipitation leaves the atmosphere. Compli-
cating the matter is that large-scale models use a single temperature for all components of moist air. This is
especially an issue for larger hydrometeors (e.g., hail) that tend to have appreciably different temperatures
than the air around them and the supercooled droplets that they accrete. This is because riming releases
latent heat that can't be diffused away quickly. As these large hydrometeors become included in advanced
microphysics schemes, such as PUMAS (Gettelman & Morrison, 2015), the error of using the assumption of
a single temperature may be worth considering. Also, climate models do not typically parameterize processes
associated with falling precipitation (frictional heating of falling precipitation, drag exerted by falling hydro-
meteors, etc.).

The total energy budget errors associated with these processes can be large and we recommend that this issue be
addressed as a high priority in climate and weather models. We have shown that including a surface enthalpy flux
(though difficult to accurately compute) can reduce the variance of energy errors/imbalances significantly (see
Figure 9) but, maybe, not entirely for the right reasons. A framework for representing frictional heating of falling
precipitation can be achieved by using the barycentric velocity framework as outlined in detail in Appendix F.
It still makes use of the single temperature assumption that most ESMs follow, so using the barycentric velocity
framework could be a first “incremental” step towards a more realistic and better closure of the total energy
budget.

Given these challenges in rigorously closing energy budgets, it is unlikely that the community will be able to
entirely remove energy fixers in operational models anytime soon. We recommend that, if an energy budget
cannot be closed locally, global energy fixers should be used.

Global fixers do not seem to affect the climate negatively, and they restore the global energy budget so that
coupled climate simulations do not have spurious drifts. Trying to restore energy conservation with a local fixer
can lead to incorrect solutions (e.g., Williamson et al., 2009). As a rule of thumb, a small global heating incre-
ment (i.e., a global energy fixer) seems to be less detrimental. That said, some local errors in current models (e.g.,
CAM) are entirely fixable. These include adding frictional heating to compensate for down-gradient diffusion of
kinetic energy. Note that this would not actually be a fixer, but would emulate a physical process.

5.2. Future Directions

In this section, we conclude the paper by suggesting possible future directions and associated major problems that
have begun to receive some attention in the literature. This list is not exhaustive. It is based on countless discus-
sion between the BIRS workshop participants that inherently could be biased due to the lack of participation from
experts in all aspects of Earth System Modeling.

Global models are moving away from the HPE set to equations of motion that are less approximated, and even
incorporate some irreversible processes into the dynamical core. As this transition is made, it becomes increas-
ingly tedious and error-prone to ensure that fundamental physical principles are satisfied. These physical prin-
ciples include energy conservation and entropy conservation by reversible processes, and entropy generation by
irreversible processes. Verifying these physical principles is especially challenging when approximations are
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made at the level of the equations of motion. In this section, we give a brief discussion of three related develop-
ments that aim to make this process simpler, and provide a unifying approach:

¢ Geometric mechanics formulations (i.e., Lagrangian or Hamiltonian) to ensure physically consistent equa-
tions of motion.

¢ Structure-preserving mimetic discretizations based on these geometric structures. These discretizations are
inherently energy-conserving.

¢ Thermodynamic potentials to ensure consistent thermodynamics.

This section also includes short notes on averaging operators and the available and non-available components of
energy.

5.2.1. Geometric Mechanics Formulations for GFD

Rather than working at the level of the equations of motion, a more powerful approach is to instead work with a
geometric mechanics formulation, such as a Lagrangian (Holm et al., 1998, 2002) or Hamiltonian (Bannon, 2003;
Dubos & Tort, 2014; Salmon, 1998) approach. This is commonly done in other areas of physics (it is at the heart
of modern physics), and it can also be done for GFD.

Briefly, a variational approach to fluid dynamics states that the equations of motion arise from the minimization

(through the calculus of variations) of the action functional S = L',z L[x]
2
6S = 5/ L[x]=0 (166)
11

where x is the set of predicted variables (e.g.,: density, fluid velocity, specific entropy in the case of the dry Euler
equations) and L[x] is the Lagrangian.

By using the appropriate Lagrangian, one can recover all the consistent equation sets used in GFD for both single
and multicomponent fluids. More specifically, it is possible to incorporate (Eldred & Gay-Balmaz, 2021; Tort &
Dubos, 2014):

e Geometric (shallow/traditional atmosphere, spherical geoid, etc.) and dynamical (quasi-hydrostatic, etc.)
approximations.

e Arbitrary equations of state, since the thermodynamic potential (see below) determines the internal energy
U@ (in fact, internal energy is one of the possible choices for thermodynamic potential).

e Sound-proofing constraints that lead to semi-compressible equations: anelastic, Boussinesq,
pseudo-incompressible, semi-hydrostatic, etc.

e Free surface boundary surfaces, such as a constant pressure upper boundary.

In all cases, by construction the resulting equations of motion conserve energy. The variational approach can also
be used to derive the associated Hamiltonian formulation (Bannon, 2003; Dubos & Tort, 2014; Salmon, 1998),
which is useful for (amongst other things) the development of numerical schemes that have no spurious energy
conversions and therefore discretely conserve energy (see below).

In addition to providing a unified framework for reversible (entropy-conserving) dynamics, geometric mechan-
ics formulations (both variational (Gay-Balmaz, 2019) and bracket-based (Eldred & Gay-Balmaz, 2020)) have
recently been extended to incorporate irreversible (entropy-generating) processes such as viscous dissipation.
This includes pioneering work of Gassmann and Herzog (2015) and Gassmann (2018) on the treatment of physics
parameterizations by analogy with molecular-scale irreversible processes, so that they have the same functional
form. This has provided, for the first time, a full model (dynamical core + physics) with a consistent treatment of
the first and second laws of thermodynamics that does not require an energy fixer to correct mismatches between
the dynamical core and the physics, and has a physically plausible treatment of entropy generation by physics
parameterizations. Of course, treating subgrid processes by analogy with irreversible processes can have limita-
tions and lead to an unphysical representation (despite being energetically and thermodynamically consistent),
especially since many subgrid processes are actually unresolved reversible dynamics. Some key examples of this
for the atmosphere are gravity wave drag and convection. Nevertheless, the work in Gassmann and Herzog (2015)
and Gassmann (2018) represents an important first step towards energetically and thermodynamically consistent
physics prameterizations.
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5.2.2. Structure-Preserving Discretizations

Many of the important properties that the equations used in GFD possess, such as energy conservation, arise funda-
mentally from characteristics of the geometric structures that underlie them. For example, energy-conservation
can be associated with temporal symmetry of the Lagrangian in the variational formulation, or anti-symmetry
of the Poisson brackets in the Hamiltonian formulation. A structure-preserving (or mimetic) discretization
preserves these properties in the discrete sense, to produce numerical models that have the same properties as the
continuous equations. This enables, for example, dynamical cores that inherently conserve energy for the correct
physical reasons (e.g., reversible transformations between different energy reservoirs). Structure-preserving
discretizations have a long history in atmospheric dynamical cores, going back to the celebrated Arakawa and
Lamb scheme (Arakawa & Lamb, 1981). Some recent work in this area for variational formulations is found in
Gawlik and Gay-Balmaz (2021), Bauer and Gay-Balmaz (2019), Brecht et al. (2019) and for Hamiltonian formu-
lations in Dubos et al. (2015), Gassmann (2013), Eldred and Randall (2017), Taylor et al. (2020), and Wimmer
et al. (2020). It has even been extended to incorporate irreversible processes in Gassmann and Herzog (2015)
and Gassmann (2018). Both research models such as ICON-IAP and “production/operational” models such as
CAM-SE (used in this study), E3SM and DYNAMICO make use of this approach. In addition, both ICON-IAP
and the MPI-M/DWD ICON model (Zingl et al., 2015) makes use of the barycentric velocity framework although
a simplified lower boundary condition is used in ICON (w = 0; as a consequence ICON erroneously conserves the
total mass rather than dry mass) and the diffusive fluxes of the non-precipitating species are neglected.

5.2.3. Thermodynamic Potentials

Given the issues concerning thermodynamic consistency, we would like to point the reader to advances in this
area as well. In the atmospheric dynamics literature it is common to work directly with equations of state like
Equation 29 and potential temperature definitions. However, this approach becomes increasingly complicated
and error-prone as complexity increases, and it is easy to lose thermodynamic consistency if approximations are
made to these expressions individually. This leads to violations of the first and/or second laws of thermodynam-
ics, which is an undesirable scenario.

The correct approach is to start more fundamentally, with a thermodynamic potential (such as internal energy,
enthalpy or Gibbs function) regarded as a function of canonical state variables (e.g., pressure, temperature and
composition for the Gibbs function), and use this thermodynamic potential to derive the equations of state and
other required thermodynamic equations or quantities (i.e., the thermodynamics of the model). Then, when
making approximations, or introducing complications such as condensates, or using a temperature-dependent
cl(,“”), this can be done at the level of the thermodynamic potential. The thermodynamics are then re-derived from
the new thermodynamic potential. This avoids inconsistencies, and provides a unified framework for the thermo-
dynamics of a given system.

This thermodynamic potential approach is well-known in the ocean modeling community, since realistic ocean
models require an accurate approximation of the complex thermodynamics of seawater. This is achieved consist-
ently through the definition of an approximate, but accurate, Gibbs potential (Feistel, 2008; Feistel et al., 2010;
Hermann et al., 2009; Thuburn, 2017). This approach is less common in the atmospheric modeling community,
but some recent work has investigated thermodynamic potentials for moist air. This includes an approach based
on the Gibbs function for moist air with liquid water (Thuburn, 2017, 2018), a comprehensive study of multiple
thermodynamic potentials for moist air with liquid and frozen water (including a consistent treatment of the
commonly used constant kx approximation; Eldred et al., 2022), and an approach based on the internal energy for
moist air with liquid and frozen water (that also includes non-equilibrium thermodynamic processes; Bowen &
Thuburn, 2022a; Bowen & Thuburn, 2022b). Bowen and Thuburn (2022a) found that using Gibbs function is
viable for moist air containing vapor and liquid water but problematic to extend to include the ice phase (due to
ambiguity at the triple-point). They show that using internal energy potential resolves this issue.

Oceanographers have a new thermodynamic standard (TEOS-10; http://www.teos10.org/) formulating all possi-
ble thermodynamic properties of seawater in terms of a Gibbs function and its various partial derivatives. As a
result, all thermodynamic quantities are consistent with each other, which was not the case in earlier formulations.
The Gibbs function contains four arbitrary constants that have been specified in a way that fixes the value of the
freshwater component of specific enthalpy A™"). Atmospheric modelers should be aware of how oceanographers
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have set the value of enthalpy for seawater, in order to define the value of the specific enthalpy for water vapor to
ensure that A®" — AW is equal to an acceptable form of the latent heat of evaporation. How to achieve consistent
definitions of liquid water and moist air enthalpies has been discussed in detail in Feistel et al. (2008).

5.2.4. Dissipation of Mechanical Energy

An important issue highlighted in this paper is the need to understand the pathways to dissipation of mechanical
energy. This is required to determine when the energy loss should contribute to the Joule heating associated with
viscous dissipation in the temperature equation and when it should enhance the vertical turbulent transfer of
heat and other tracers (resulting in change in the gravitational potential energy of the fluid, but with no contri-
bution to viscous dissipation). In the oceanographic community, such an idea has motivated the development of
“energetically consistent models,” for example, Eden (2016), whereby explicit descriptions of the sub-grid-scale
energy transfers and of their interactions with the resolved energy reservoirs are sought. One possible way to
achieve this is to develop separate evolution equations for the turbulent kinetic energy and the available potential
energy. This approach is being explored in the atmospheric boundary layer community. Further research in this
area is facilitated by the fact that a fully general local theory of available potential energy for multi-component
compressible stratified fluids is now available.

5.2.5. Averaging Operators

The energetics of a model depends a priori on the exact interpretation of the coarse-grained prognostic variables.
In particular, it depends on the averaging operator used to construct the coarse-grained equations satisfied by
the model. In practice, however, the precise form of this averaging operator is often unspecified. In oceanogra-
phy, there is increased interest in coarse-grained equations obtained from some form of Lagrangian averaging,
such as the thickness-weighed averaged equations, for example, Young (2012). In the atmosphere, however,
Favre-averaging may be a more natural way to account for the large variations in density. To a large extent, the
present paper has approached the energetics of atmospheric models by treating the model variables in a similar
way as their non-averaged form. A more consistent and physically based approach would require to have a clear
sense of the exact way in which the coarse-graining has been performed.

5.2.6. Available and Nonavailable Components of Energy

For simplicity, the present paper considered only the total potential energy of the fluid. In particular, it did not
attempt to develop separate budgets for its available and non-available components as originally defined by
Lorenz (1955). Physically, however, the available and non-available forms of potential energy have very distinct
signatures, so that it might be desirable in the future to extend the present analysis to the various forms of potential
energy, by using the newly developed exact available potential energy frameworks of Novak and Tailleux (2018)
and Tailleux (2018), although significant conceptual barriers remain to incorporating moisture in such frame-
works, for example, B. L. Harris and Tailleux (2018).

Appendix A: A Note on Averaging: Unresolved and Unrepresented Total Energy

A rigorous definition of the resolved and unresolved scales requires a complete equation set valid for all energetic
scales of motion and processes present in the atmosphere. Unfortunately, we do not have such a set of equations,
derived without approximation from first principles. Nevertheless, we can consider the most comprehensive
system currently available. We then need to define an appropriate averaging operator to separate the resolved and
unresolved scales. Unfortunately, there is not a unique choice for such an operator in general. The most developed
example is large eddy simulation (LES), which assumes an averaging scale in the inertial range of fully developed
turbulence (Lesieur & Metais, 1996). Reynolds-averaged Navier—Stokes (RANS) models are less accurate, but
are computationally cheap and easy to implement. They use Reynolds averaging to decompose a flow into its
time-averaged and fluctuating (turbulent) components and provide an approximate solution for the time-averaged
flow.

Fluid turbulence is a particularly straightforward case since we have a complete equation set (the Navier—Stokes
equations) valid over all energetic scales of motion. We also have a numerical method, direct numerical simu-
lation (DNS) to solve the unapproximated Navier—Stokes equations. DNS provides a benchmark for evaluating
and validating various approximate models. In turbulence modeling an appropriate filter is used to partition
the Navier—Stokes equations into resolved unresolved components. Because the Navier—Stokes equations are
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nonlinear, this filtering results in a residual Reynolds stress-like term that represents the effect of the unresolved
fluctuations on the resolved large scales. Modeling these Reynolds stresses is known as the “closure” prob-
lem, since an additional model is required to close the large scale equations. The best-known closure model
is Smagorinsky eddy viscosity, which was proposed in the 1960s for atmospheric flows (Smagorinsky, 1963).
LES models are now well-developed, and include a range of sophisticated filtering methods (e.g., dynamic LES,
which uses the Germano identity (Germano, 1992) to measure energy flux across the cut-off scale). However,
LES requires that the cut-off scale is in the scale-free inertial range, and that the equations of motion are the same
at all scales of motion. LES may not be directly applicable to atmospheric dynamics because of the interaction
between fluid dynamics and thermodynamics.

We have a pretty good idea of how averaging and subgrid scale modeling (i.e., parameterization) works for fluid
turbulence. However, when dealing with anything more complicated than the Navier—Stokes equations the correct
approach is not obvious. Any attempt to describe the average state of the atmosphere from an approximate system
of equations is bound to be problematic. The interaction between resolved and unresolved scales in multiphysics
simulations is a vast, largely undeveloped challenge for ESMs.

In particular, developing appropriate averaging operators and subgrid scale models for thermodynamics is prob-
lematic. For simplicity, we assume that the average internal energy is the energy of the averaged variables substi-
tuted into the continuous formula

U@ : =c""T » g (AD)

(all)

where the generalized specific heat ¢, is the continuous formula replaced with dynamical core prognostic state

values (i.e., from the resolved fluid dynamics)
(&)=

E Cc, ' m
— CeL, v
Cf]a”) =" . (AZ)

—()
Zfeﬁ,,” m

where T, and m” are the prognostic variables (temperature and dry mixing ratio, respectively) defined as
cell-averaged values on the discretization grid. The set £, is the components of moist air (more details in
Section 2.1.2). Things are now complicated because we are combining different kinds of filtering and approx-
imation: spatial averaging, temporal averaging, linearization, and parameterization of unresolved physics. In
addition, as with Reynolds stresses, nonlinear terms in the resolved equations do not commute with averaging
(i.e., small scale processes drive large scale motions). These subgrid scale terms are modeled as functions of the
resolved variables, which results in parameterizations that are distinct from parameterizations of fully unresolved

processes (e.g., cloud microphysics).

As grid resolution increases, we eventually cross a threshold where the basic nature of the filtering, and the
resolved equations, changes. This happens because processes that had been completely unresolved become
partially resolved. They are therefore associated with equations that must be solved, in addition to the unresolved
scales that must still be parameterized.

One well-known example of such a resolution threshold is the “gray zone” problem of deep convection problems,
where convection that was completely unresolved (i.e., fully parameterized) at larger scales suddenly becomes
partially resolved at scales of O(10) km. In addition, the statistical assumptions of some parameterizations are
no longer satisfied. This means that in practice it is not possible to simply increase the resolution of ESMs as
more powerful computers become available. A significant jump in resolution requires time-consuming tuning of
the parameterizations and, in some cases, adding new equations to the dynamical core. Had the parameteriza-
tions been formulated in terms of an averaging operator and a well-defined closure then the transition would be
seamless.

One way of dealing with changing resolutions is to use so-called “scale aware” parameterizations (Arakawa &
Wu, 2013; Arakawa et al., 2011; Freitas et al., 2018; Park, 2014). In this approach the parameterizations modify
themselves based on information provided by the dynamical core about the current local scale.
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Given the challenges of developing consistent averaged equations, henceforth we focus on the unaveraged total
energy equations, with the exception of Section 2.1.12 on kinetic energy dissipation and heating which inevitably
involves turbulent (sub-grid scale) kinetic energy.

Appendix B: Derivation of the Single-Fluid Energy Equation and Energy
Conservation Equation in the Primitive Equation Set With a Generalized Vertical
Coordinate in the Presence of Mass Sources

B1. Local Energy Equations

The fluid energy equation is obtained from the two separate equations for the enthalpy and the kinetic energy of
the fluid:

dh  dp
dh _ dp _ Bl
ar % =@ (B1)

4(37) = @F-avp-va)-v (B2)
Equation B1 expresses the first principle of thermodynamics, and Equation B2 is the scalar product of the Euler
equations with the 3-dimensional fluid velocity v:= (D’, w). (Similarly, we use the three-dimensional gradient

operator V:= (%, 0/0z ). Both equations are expressed per unit mass of fluid with specific volume a =: 1/p,
pressure p, and specific enthalpy 4. Note that for a fluid composed of several, non interacting constituents,
l/a = ¥,1/a; likewise, p is the sum of the partial pressures. Expressions for  are given in Appendix C1.
The r.h.s. term Q is the heat acquired by the fluid, per unit mass and per unit time, from external sources (e.g.,
radiation). In Equation B2, @ is the geopotential (a combination of the Earth's gravitational potential and the
centrifugal potential, calculated on geoid surfaces), and F represents other forces acting on the fluid (which
might include viscous and other dissipative forces); in a multi-constituent fluid, F = 3 F© where F© is the force
acting on constituent . (Note that here we do not discuss cases when different constituents might have different
three-dimensional velocities, i.e., we adhere to a strict single-fluid framework; this assumption is partially relaxed
in Appendix F).

Summation of Equations B1 and B2 results in the evolution equation:

de op 0O
28 = F- B
T a6t+ or +aF - v+ 0, (B3)
where
N
ei=0 + @ +h, (B4)

is the Bernoulli function of the fluid (Section 4.8 Gill, 1982), and we have used the relation

d 0
E = E +v-V. (BS)
Note Equation B3 is not valid for every choice of coordinates: for example, the pressure force has to be a spatial
gradient of the pressure. Hence Equation B3 is only valid for time-fixed (time-independent) coordinates for
example, terrain-following z-based coordinates. Hence, the partial time derivatives in Equation B3 should be
understood to be taken at fixed z. In a coordinate transformation where z is replaced by a generalized vertical
coordinate (“GVC”),

0
{t,x,y,z} = {t,x,y,n} <£7€0 V{t,x,y,z}), (B6)

where 77 is a C! function of {t, x, y, z} strictly monotonic in z, these terms become (cf., Equation 3.6 in
Kasahara [1974])
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In this section, as in the rest of the paper, we make the assumption of hydrostatic equilibrium, that is, that the
vertical (z—) acceleration of the fluid is always negligible in comparison to other inertial, pressure, viscous,

op aq>>
a—+=— . (B7)
n< on on

n

turbulent or external forces. This assumption breaks down at the scales where buoyancy acceleration becomes
important, for example, in topographic gravity waves and in local circulations driven by atmospheric convection.
In global models, such motions are heavily parameterized and their associated energy is mostly unaccounted
for (see also Appendix A and Appendix E). In a GVC system Equation B6, the hydrostatic condition reads (cf.,
Equation 3.20 of Kasahara [1974])

dp 0
L 42"~
adn on (B8)
so that the last term in parenthesis in Equation B7 vanishes identically. In other words, under the hydrostatic
assumption, the fluid energy evolution Equation B3 is valid in form for any GVC choice Equation B6. Note that,
in GVC, the total derivative operator Equation B5 is expressed in the natural form:
d 0 | - o
— =—=+0-V,+10y,
5= 5 H O Vi, (B9)
where the arrow symbols indicate 2-D vectors in the horizontal plane only, V, is formed of partial derivatives
taken at constant 7, and 7 is the total time derivative of #, related to the vertical velocity w as (cf., Equation 3.12
of Kasahara [1974]):

=%z o1

+5-§q) z]. (B10)
n

Frequently, hydrostatic pressure is used as a GVC, for example, in Equation 13. In such cases, Equation B8 is the
definition of the pressure coordinate, which needs, in general, to be distinguished from the pressure state varia-
ble. Only if condition Equation B8 is assumed to be valid for the pressure variable, as we do here, may the two be
confused and a single symbol, p, used for both.

Finally, we combine Equation B3 with the equation of mass conservation to obtain a conservative form of the
energy equation. In local Cartesian coordinates, mass conservation is expressed as

lda

——=V-.v—-apu, Bl11

Py H (B11)
where i is the apparent source/sink of fluid mass per unit volume, usually associated in the atmosphere with
removal of water by precipitation and deposition processes, or with addition of water by evaporation and subli-
mation from the surface. In CAM, where condensates are approximated to be mass-less, 4 in fact includes all
processes with phase changes to or from water vapor.

In GVC, the divergence term on the r.h.s. of Equation B11 reads (cf., Equations 3.16 and 3.17 of Kasahara [1974])
- ) . d
V-v=V, -0+0,7+(0,2) E(a,,z), (B12)
so that Equation B11 becomes

%(aﬂza-‘)mnw-‘ (Vmam) =0,z 1. (B13)
Note that Equation B13 is valid (physically or mathematically) irrespective of the hydrostatic assumption. If we
now make that assumption, then can multiply Equation B3 by 0,2 a~! and sum it with Equation B13 multiplied
by € to obtain the total energy equation in formally conservative form:

% (Ohza™'e) + Vy- (Oyza 'vye) = 0yza™" (@dip+ 0, @)+ 0yza 'Q+0,zF - v+ 0,z e,  (Bl4)

LAURITZEN ET AL.

58 of 83



~1
AGU

ADVANCING EARTH
AND SPACE SCIENCE

Journal of Advances in Modeling Earth Systems 10.1029/2022MS003117

where we have introduced the shorthands V,:= (%, z),,) and v, := (7,7). Note that for sake of readeability we
have dropped the subscripts 7 from the partial time derivative operators. In the following, we will also drop them
from the shorthands of three-component vectors and operators. Equation B14 is formally valid for a general
geopotential field ® = (s, x, y, z). However, consistency with the primitive equation set used here, which
neglects spherical geometry terms in the momentum equations under the assumption of a thin-shell atmosphere
stratified approximately over equilibrium geoid surfaces, in fact requires the approximation that ® be linearly
proportional to z, @ = gz. Together with the hydrostatic approximation, this implies

19,
o« = —gaL’z’ (B15)
n
so that Equation B14 becomes
0 .
3 (Oype)+V - (dypve) = 0yp (@0ip + D)+ 0,p O + dypaF - v+ 0,p e, (B16)

where aii =: ¢, and ¢ may be interpreted to be the specific humidity for either total water (in general) or for
water vapor only (CAM assumptions) since in all cases dry air mass is conserved. Next, we explore various
form of Equation B16 integrated over a global or limited horizontal domain and over the entire vertical
domain.

B2. Energy Conservation Equations

We write out Equation B16 as
0r (Un0yp) + V - (Dedyp) + 0, (f€dyp) = 0, (pOi®) + (aF - v+ Q + g€) Oyp (B17)

where u, = € — ap is the total (kinetic + thermal + latent + potential) energy per unit mass of air.

Integration of Equation B17 between the top of the model domain, # = #,, and the surface, # = 5, and over a
horizontal domain .A, yields for the total energy change:

o [,dS ["opdnun = —[,dSpo[®m)] ¢, [ dpdnetxds

) (B18)
+ /[, dShs+ [,dS [ o,pdn (aF - v+ Q + ge),

where dS is the area element in 4, and in the second term on the r.h.s. d5 = (dx, dy) is the line element of the
boundary line integral over §.4 (taken anti-clockwise) and 0 X ds5 = v.dy — v,dx. The first term on the right-hand
side is the pressure work on the top boundary; the second is the advection of total enthalpy out of the domain;
the third represents turbulent surface fluxes of enthalpy, i, := — c,,ﬁls - LWL,; and the fourth and last term
represents the contributions from internal sources and sinks of mass, energy, and momentum, for example, evap-
oration/condensation processes, radiation, and wave breaking. In obtaining Equation B18, we have assumed
7, = 0and 9P =0, viz no flow out of the top of the vertical domain, and time-invariant surface geopotential. In
the case of a fixed lid, dp, = 0, Equation B18 can be also be written for the sum of kinetic energy and enthalpy
€, =€ — ®, by using p, 0, [® ()] = 0: [p: P ()] = 0 L’ 0y (p®@) + @0, p, and using the hydrostatic relation for
ancp; this yields:

o [,dS ["opdnen = — [, dS®op, — ¢, [ dpdnetxds

, ; (B19)
+ [, dShs + [, dS [ o,pdn (aF -v+0Q + ge).

Equation B19 is the form used in CAM to compute and check the atmospheric energy (rectius: enthalpy) budget.
It is useful to gather the terms involving the geopotential ®, by substituting o, p, = LS 0,0, pdn and using the conti-
nuity equation, and obtain finally:

o [,dS [’ dpdnen &, ) owpdne:bxds — V@, - [, dS [’ 0o,pdn

+/[,dShs + [,dS [ o,pdn (aF - v+ QO + ge.).,

(B20)
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where ¢, : =€, + (® — ;) only involves the geopotential height with respect to the ground. The first two terms
on the right-hand side depend on the horizontal winds only (including up- and down-slope mass transfers), and
in numerical models, where A may be taken to represent a single “column” of grid-cells, these two tendency
terms are calculated in the dynamical core, that is, the numerical solver for the adiabatic fluid equations with-
out sources of mass, momentum or energy. The third and fourth terms in Equation B20 are associated with the
physical parameterizations. Considering only these two terms on the r.h.s., we can now make the connection with
Equations 110, 121 and 125.

First, we note that, except for the term in @, the Lh.s. of all those equations express the Lh.s. of Equation B20
with different forms of the thermodynamic enthalpy & = €,, — K of the fluid and with different decompositions

of the mass term p@ (1 + W(HZO)> = 0,pdn. The ®_term is expressed as part of d,p dnge. in Equation B20

by making use of Equation B11. The term proportional to F -v is not part of Equations 110, 121, and 125; it is
discussed in Section 4.1 and in Appendix E. So we only have to discuss, on the r.h.s. of Equation B20, the surface
integral of the sensible and latent heat fluxes h;, and the mass integrals (over d,pdn = gladz) of Q and of ge.
Note that the last two are identical with the volume integrals of Q/a and jie. Part of the diabatic heating per unit
volume, Q/a, is associated with the convergence of radiation fluxes, —V - F“@ which in numerical models is
approximated as — d F"*” /dz. The vertical integral over the atmospheric column thus results in a boundary flux

term F7 = F"D (z,) — FY*? (z,), integrated over A. In Equations 110, 121, and 125 this is implicitly summed
. . . . —(turb,rad)

to the integral, over A, of A, that is, F®?)(z ), in the r.h.s. term F .

While Q might contain other diabatic heating terms, for example, mesospheric ion drag or the dissipation of
vertically propagating gravity waves, it does not include latent heating terms, which are all accounted for in
the expressions for the thermodynamic enthalpy of the fluid /. There are therefore no explicit terms associated
with evaporation/sublimation or condensation/deposition processes in Equation B20. However, to understand,
within the present formalism, the role of precipitation or other processes involving exchanges of material with
the surface, which change the composition of the fluid (e.g., by only removing liquid water, but not dry air), we
have to apply Equation B20 to individual fluid components under dynamic and thermodynamic equilibrium
assumptions.

The resulting energy conservation equation is a sum of equations of the form Equation B20 with the pressure
replaced by the partial pressure and the specific enthalpy replaced by the specific enthalpy of each substance,
velocities and temperatures being shared by all components. The volume integral of ie then becomes the volume

integral of Y, ji¢® over all species, ¢, considered to be part of the fluid motion. This source term is associated
with all the local enthalpy, kinetic energy and geopotential of the relevant fluid component as a fraction of its
mass is considered to join or leave the atmospheric fluid.

The fluid equations thus only describe the process of “joining” or “leaving” the fluid, and the associated
energy change. Additional processes that occur in the lead-up, or as a consequence, of mass changes have to
be described separately in an ad-hoc fashion. Physically, the fractional mass source of each fluid component
does not just appear or disappear. In the case of precipitation, it travels vertically and exits the atmospheric
domain at its surface boundary, and similarly for water vapor that joins the atmosphere as a result of surface
evaporation.

A zeroth-order assumption is that there is no interaction whatsoever between the newly acquired, or newly lost,
mass and that persisting in the atmospheric fluid. In that case the mass source term, ), may be described as the
divergence of a vertical mass flux of the fluid-decoupled part of that components, — 0F©)z. If all the divergence
were localized at one altitude z, the vertical integral

/ dzp e = F9) (z) €9 (z,), (B21)
1

where z, is where precipitation is formed. However, this would be an unrealistic assumption, because local ther-
modynamic equilibration of for example, rain drops with the surrounding air is generally faster than the drop
crossing time as they fall to the ground. Similarly, aerodynamic friction slows the drops down to much less than
the free-fall speed (in vacuum).
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Thus, a much more plausible physical approximation would allow rain drops to exchange with the atmosphere all
of their energy that is in excess of the water enthalpy equilibrated at the temperature of the lowest atmospheric
layer. Effectively, this represents an additional, ad-hoc contribution to Q, say Q;f), such that

/ dz (A + 0 /a) = FY) (z,) € (zy). (B22)
t

Because now all precipitation is associated with the same, surface, specific enthalpy, its altitude of provenance no
longer matters and Equation B22 holds without any assumption on the shape of si(z).

Summing Equation B22 for all atmospheric fluid species (¢) finally yields the r.h.s. of Equations 110, 121, and 125.

Note that assumptions like Equation B22 are not in any way necessary. If explicit expressions are used for 0%,
based on more detailed physical modeling of the interactions between precipitation and atmospheric air, as done
for example, in Appendix F, then also the corresponding terms z©)¢) must be kept in the energy equations of
the fluid.

Appendix C: Enthalpy and Energy Formulas Using Different Reference States

Here we give explicit expressions for the terms forming the enthalpy function of the air-water fluid used in the
thermodynamic Equation B1. In doing so, we adopt simplified expressions of & which are generally sufficient to
account for the leading errors in energy conservation of numerical atmosphere models like CAM.

The most general formulation of the thermodynamic equations for a fluid of variable density, pressure, tempera-
ture and composition is by means of the Gibbs function, G, with total differential given by dG = —sdT + adp + udr
where we indicate with s the fluid entropy and with i and r the chemical potential and the mixing ratio of for
example, water vapor (Bowen & Thuburn 2022a; Eldred et al., 2022; Feistel et al., 2010; Thuburn, 2017). Ther-
modynamic equilibrium states are characterized by a minimum of G on 7, p isosurfaces (Adkins, 1968, Section
10.2). The differential of G shows conjugate variable pairs (7, — s), (p, @), and (r, y), and & is formally obtained as
the Legendre transform w.r.t. the first pair, & := g + Ts. Hence, from general principles, / is a conserved quantity
under isobaric, isothermal transformations.

We note that an advantage of using the form Equation B1 of the thermodynamic equation, compared to for exam-
ple, an evolution equation for the entropy or the Gibbs function, is that there is no need to explicitly represent
terms arising from changes in chemical potential associated with compositional changes.

This is of particular advantage when neglecting the effects of significant departures from thermodynamic equi-
librium in for example, phase changes of water, a common situation in the atmosphere. Equation B1 is general
and the source term Q only includes external heating sources such as radiation flux-divergence or viscous (and,
in the Reynolds-average equation set, turbulent) dissipation. Therefore, the thermodynamic approximations made
in this paper are contained within the expression used for 4.

Following Thuburn (2017) and Bowen and Thuburn (2022a), we use a linearized form of the enthalpy function,
based on the two assumptions:

1. specific heats are constants independent of temperature
2. the specific volume of condensates (liquid water and ice) is zero.

These approximations are generally very good in the range of temperatures and pressures typical of atmospheric
conditions, and they allow us to avoid significant formal complications which could distract from the main scope
of this paper. Please see Thuburn (2017), Bowen and Thuburn (2022a), and Bowen and Thuburn (2022b) for
alternative, general formulations that incorporate non-zero condensate volume but keep temperature-independent
specific heats. The resulting expressions follow below.

C1. Partial Specific Enthalpies for Different Reference States

This Appendix section provides formulas for enthalpy and energy using different reference enthalpy states (see
Section 2.1.3). Specific enthalpies are given by
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hwoO(T) = hg(‘)’”) + c,(,“’v) (T —Tw),
hlia(Ty = hgg”) + c,(,w”) (T — To) — L,(T),

h(ice)(T) — hggv) + C;WU) (T — TOO) — LA(T)y

(water vapor reference state)

h@O(T) = hg(;q) + C,(,“q) (T — Too) + L(T), (ChH
RU(T) = He? + ¢ (T = Tew) ©
h(ice)(T) — hg(;q) + c[(}“‘l) (T — TOO) — L/(T), (C3)

(liquid reference state)

RNT) = by + ¢y (T = Too) + Ly(T),
RET) = by + ¢, (T = Too) + Ly(T),
RUOT) = by + e (T = Too),

(ice reference state)

for water vapor, liquid and ice reference states. Substituting these expressions into the total enthalpy formula
(Equation 54) and rearranging terms yields

panyEd 4 = p(d)cl(,d)T + p@ (hg(l)) _ C,(,d)Too) + p(Hzo) [hggu) + C[()wv) (T - TOO)]
—pDL(T) — pU@Ly(T),

(water vapor reference state)

P 4y = JOGT 4 0 (K8~ Ti) 4 p0) [0 49 (T Ti)
+p O L(T) = p“9 L (T),

(liquid reference state)

paby@h 4 p = p(d)c‘(Jd)T +p@ (h(()do) _ C,(,d)Too) +p(H20) [h(()ige) +Cl<’;ce> (T - Too)]
+p WO L(T) + pU"@L#(T),

(ice reference state)

for water vapor, liquid and ice as reference states, respectively. As a result the primitive equations, without fluxes
through the top and bottom boundaries, conserve the total (globally integrated) energy given in Equation 62
which can be formulated in terms of various reference states

— pla (d)
Efeom = m@D (K + ®y) + ) T
+m(H20) [hggm + C;wu} (T - TOO)] _ m(”‘”LU(T) _ m(ice)LX(T),
— (d)
=(K+®)+c, T

+ > mO K+ @+ (T = Too) + h”| =m0 Ly 09 — m@® Ly,
€Lm,0

(water vapor reference state, hf)‘é) - c;d)T 00 = 0)
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Efeom

E feom

m@ (K + @) + ¢i'T
+m(H20) [hg(l)lI) + Cl(}liq) (T - Tl)())] + mW) L (T) — m(ice)Lf(T)’
(K + @) +c\'T

+ ME m® [K + @, + ¢y (T = Too) + hy”] +m® Ly,0 — m@e L g0,
H,0

(liquid reference state, A — s Tyo = 0)

m@ (K + ®,) + ¢\'T
+m(120) [0 4 ¢8O (T = Too)] + m“ Lo(T) + m"9 Ly(T),
(d)
(K +®,) +c'T
+ Y mO[K+®+c” (T = Too) + bl + m® Lygo + mU@ Ly,

t’eLHzO

(ice reference state, hgé) —c"Too = 0)

C2. Surface Enthalpy Flux

Net enthalpy fluxes at the surface can be written as

F®

H,O
F( : ) (h(WU) - C;wmrr()()) + c,(;WU) [Ey(fZ)T\'urf.s - F(wvv)Talm,.\'+

net 00 a=s

a—s s—a a—s

li li . .
EJ—I:Z;)Twrf,x - F( ‘qv)Tarm,s + F.(’ce)T.mrf,s - F(lce)Tatm,S]

_F\-([_l;‘,l;) Lv (Ts‘urf,.\‘) + Fa([—l:]s)Lu (Tarm,x) - Fy(iffz)Ls (T\'urf,s) + F(icev) L,\' (Tatm,,\')

a—s

¢ ¢ li ice
Y FU RS = To| = F? Looo — Froe Looot

net 00 net net

fel:,.,zo

) (¢ ) (¢
S FOd Turi= T FOe Tune.
t’ec,.,zo KecHzo

(water vapor reference state)

Hy0 li li i
F( ) (h( ) - C[(;’q)TE)O) + cl(;lq) [FSWU)Tsurf,: - Fg(zil;)Tatm,s‘l'

net 00 s—=a
li i . .
F:(_Z‘L)T:urf,s - Fg(:ls)Tatm,s + F:(EZ)Tsurf,s - Fa(fe:)Tmm,s] +
F0 Lo (Tury) = F2 Lo (Tums) = F2G Ly (Tourgs) + F5) Ly (Tams)

a—s

Z F9 [/’l(”q) - C,(,K)TOO] + F(WU)LUVQO - F(ice)Lf,oo'i'

net 00 net net
€L y,0
@) () @) (£)
Z F:—mcp Tsurf,s - Z Fa_,SCp Tatm,s-
‘€L 0 €Ly, 0

(liquid reference state)

H,0 i ice ice ) )
F( 2 ) (hgge) - C,(;ICL)]})()) + CI(,’a) [F(u U)Tsurf,x - F(MU)Tatm,s"'

net s—a a—s

li li . .
Fg(_lzz)]—‘surf,: - F;_’i)Tatm,: + Fg(fz)Tsurf,x - F;‘ii)Tatm,x] +

F Ly (Trss) = Y Ly (Tumys) + FEO Ly (Tory ) = FEO Ly (Tums)

Z F© [I’l(ice) - C;K)Too] + F(wu)L,\-‘oo + F(“q)Lf‘oo+

net 00 net net
t’eﬁHzo
&) () @) (&)
Z FS_,an T:urf,s - Z Fa—»scp Tatm,s~
€L p,0 €L p,0

(ice reference state)
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If the interface temperature is the same in both atmosphere and the surface, Ty = Tyms = Tour r.s the formulas are
vastly simplified

F® m SR [ (T, = Too) + W) = ESOL, () = FS9OL, (T2) (C4)
~ @) [ (&) (7 (wv) (lig) (ice)
~ Z F’M [Cp (TS - T()o) + hOO ] - Fm,,q Lyoo — Fne, L0 (C5)
feEHZO
(water vapor reference state, T = Tums = Tour f,s)
Fl xR [0 (Fo = Too) + ) + FL (T.) = FOL, (T) (C6)
~ @) [ .6 (F (i) (wv) (ice)
~ Z Fnet [CP (TS - TOO) + hOOq ] + FnZLIU LUsOO - Fnet Lf,OO (C’])
feEHZO
(liquid reference state, Ty = Tuim.s = Tours.s)
and
F® m FORO [0 (T, = Too) + W) 4 FOOL, (1) + EOL, (T.) (C8)
~ O .6 (F (ice) (wv) (lig)
~ Z Fnet CP (TS - TOO) + hOO ] + Fn:; Ls,OO + F;retq LfYOO’ (Cg)
f’eLHzo
(ice reference state, Ty = Tum.s = Tour.s)
respectively.
C3. Final Energy Equations With Different Reference States
The total energy equation with different reference enthalpies are
a ) )|
5 e {f% m® (K + @) + T +m0) [ef (T = Too) + hiy”
ELai
—mU L(T) = miL(T)} dAdz =
H0) | & H,0 o
I ESE (Ro+ @) + FL (e (T, = Too) + "
—FU"L, (T,) = F&Ls (T,) + F&™ 0} d A. (C10)
(water vapor reference enthalpy, Ty = Tums = surf.s)
or, equivalently, by expanding latent heat terms and re-arranging terms:
0 ¢ wo
ot //f - { K+ @+ Cl(’d)T + X m®) [K + @+ C;/) (T = Too) + hf)ob)]
€L p,0
—m9 Ly, 00 — m@ Lo } dAdz
= // Z Frfz) [1& + D, + Cl(,f) (Ts - Tb()) + /’lggv)]
feLHzo
—F{" Luoo — Frs Lsoo + Fi ™™} d A. (C11D)
(water vapor reference enthalpy, Ty = Tum.s = Tours.s )
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For liquid and ice as a reference states the total energy equation takes the form

2 e { > mO (K + @) + T + mH20) [0 (T — Tog) + hly?

ot P 00
+m“ Ly(T) = m“L(T)} dAdz
= J{FS? (Ro+ ) + ESP [ (T = Tao) + 1y (€12)

+F(wu)LU (TS) _ F(ice) Lf (TS) + F(rurb,rad)} dA.

net net net

(liquid reference enthalpy, Ty = Tim, = wf,s)

or, equivalently, by expanding latent heat terms and re-arranging terms:

4 @ Q) (wr)
Ef/fp(d) {K+(Ds+cp T+ Y m9[K+®+c) (T -Tw)+hi"

KELHZO

+m® Ly —m™ Ly} dAdz

= ff { Z F(f) I:KY + q)s + C,(,f) (Tv - ’I})O) + hggU)] + F(wv)Lu,OO (C13)

net net
CeL Hy0

net net

_F(ice) Lf o0 + F(rurb,rad)} dA.

(liquid reference enthalpy, Ty = Tums = Toury.s)

% I o { > mOD K+ @)+ c,(,d)T + m(H20) [c,(,ice) (T — Too) + h('“)]

00
reLyy
+m I L(T) +m" L (T)} dAdz
= J{FS? (R @) + FSP [0 + (T = Too) + 1" (C14)

+F(wv)Ls (7”‘—;) + F(qu) Lf (7‘—-5) + F(turb,rad)} dA,

net net net

(ice reference enthalpy, T = Tum.s = Tour.s)

or, equivalently, by expanding latent heat terms and re-arranging terms:

% o { K+@,+c"T+ Y m9[K+®+c (T —Tw)+hi]

feEHzo
+m®@ Logo + m"@ Lo} dAdz
=[5 X FJK+®+" (To=To) +hig”
t’eCHZD

+F(WU)L5,00 + F(”q)Lf,oo + F,f::rb’md)} dA. (C15)

net net

(ice reference enthalpy, Ty = Toms = Tour f,x)

Appendix D: Ocean Enthalpy Fluxes

Let's briefly consider the interface condition for atmosphere-ocean coupling:

(sw) z(H20) (heat) _ pwo) o) | p(iq) mUia) | p(ice) palice) (turb.rad)
h Fnet + POC" =h Fnet + h Ele! +h Fnet + Fner )
" ~ J - ~ - (Dl)
ocean almosphere
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where 2" is the enthalpy of seawater and 7’ is the net heat flux out of the ocean (which is the heat flux

that the ocean “sees”). Note that 4 is, in general, temperature dependent ¥ = W(TY), £ = “wv”, “lig”, “i

and the temperatures of each species T are, in general, different for different forms of water. The enthalpy of
seawater, 1", is a much more complicated function involving pressure and a nonlinear dependence on tempera-
ture (TEOS-10; http://www.teos10.org/). In the literature F,; ('”) is usually denoted £ and refers only to evaporation.

Precipitation is denoted P = — F' — F““_which is usually divided into rain and snow P = PU@n 4 perow) In

et

this case Equation D1 becomes
h(sw) (8 _ 73) + rxt;at) — h(wu)g _ h(liq)P(rain) _ h([cc)P(snow) + Frf;wb,md), (D2)
meaning that the net heat flux out of the ocean is
Féil:ar) [h(uv) h(.vw)] E— [h(liq) _ h(sw)] Pplrain) _ [h(lce) h(aw)] Plsnow) + F’ffwb md)' (D3)
For reasons that will become clear, let's rewrite Equation D3 as

Fg(il:m) [h(wv) h(liq)] E— [h(ice) _ h(liq)] P(srmw) + Fyf;‘;rbv"ad)_i_,

(D4
[0 — hew] (& - P).
If we assume a single interface temperature and a liquid reference state, then

L, (Ty) = h (T,) = ' (T5) (D5)
Ly (7) = = [0 (1) ~ n (F,)] ®6)

(assume liquid reference state: Equations C1-C3) and Equation D4 can be written as
Fézl:af) L, (Ts) E+ Ly (Ts) Pplsnow) 4 F'gl;fbwd) + [h(liq) _ h(sw)] (E-P), D7)
= c,(,w") (Ts - Too) E+ cl(,”q) (TS - Too) [7)(”""”) — é'] - [cl(,ice) (Ts - Too)] Plsnow) o8)

+ELyg0 — PEO L - + F;Z‘;”’”d) + [h(/iq) — h(sw)] E-P),
(assuming liquid reference and interface temperatures the same: Tyim,s = Tours,s = Ts)

where in Equation D8 the latent heat terms have been expanded (using a liquid reference state) and the terms have
been re-arranged. Assuming constant latent heats (equivalent to assuming all the heat capacities are the same),
and assuming that 242 = "), then Equation D8 simplifies to

ocn

F(hzal) ~ LL ()08 Lf Oop(sm)u) + F’f!urbrad) (D9)
(assume Ly(T) = Lygo, Ly(T) = Ly, and A9 = h)

If one specifies sea surface water to have the temperature 7, evaporated water vapor to have the same temper-
ature as the sea surface 7 and all forms of precipitation to have the same temperature 7™, then the more
general formula (Equation D3) must be used

P(h:m) h(l,u)) (T(ocn)) E— h(llq) (T(atm)) p(ram) h(ice) (T(atm)) p(:naw) + Frg‘:"b»md)
(D10)
—plsw) (T(ocn)) (E-P),

which is the interface condition used in Mayer et al. (2017) (their Equation 18).
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Appendix E: Mechanical Dissipation of Kinetic Energy and Resultant Heating

The winds in the atmosphere and the surface (e.g., currents in the ocean) exchange momentum through a surface
stress (?Z)anm and (‘?Z)W o respectively. For both fluids this stress vector may be interpreted as having the
relevant components of the stress tensor at the interface. The stress tensor was introduced in Section 2.1.12 and
discussed in terms of internal stresses and energy conservation. In terms of the interaction between atmosphere
and surface, each component is responsible for constructing a stress profile that then can be used to redistribute
momentum and any associated dissipative heating. In general, the two stress vectors have to match at the inter-
face; except when the latter is constituted by a third dynamical component, for example, ocean waves, which
has no explicit spatial representation (and therefore no explicit boundary with the atmosphere and/or the ocean).

The total rate of change of kinetic energy in each atmospheric layer due to internal stresses was given in Equa-
tion 99. Integrating over the entire column we get

//%(p(all)K)dzZ (l_}‘?z)

s

+/Zl? ~a—6dz El
Z=2z z z 0z ’ ( )

s

As discussed in Section 2.1.12, the last term represents dissipation of kinetic energy in the interior of the atmos-
phere due to Reynolds stresses (see e.g., Landau and Lifschitz [1968] Section 16, Peixoto and Oort [1992] Section
3.2.1, Duran et al. [2018]), but also includes unresolved turbulence or wave-breaking processes, and possibly
numerical diffusion terms (these various sources will determine the form of 7,). This kinetic energy loss term is
normally accounted for and balanced by sensible heating in individual physics parameterizations (e.g., for the
planetary boundary layer scheme and for gravity wave drag). The second term on the right-hand side of Equa-
tion E1 represents the work performed on air by the stress at the upper boundary. For high-top models the stress
at the upper boundary makes a very minor contribution (for the purposes of the general circulation) arising only
from interactions with the geomagnetic field and the solar wind (on the other hand, for the ocean, it represents the
source of mechanical energy for almost its entire circulation). For a closed atmospheric energy budget it is there-
fore desirable to ensure that a total stress 7, = 0 is applied at the top of the computational domain. That said, the
lower the model top, the worse the approximation of vanishing stress at the model top becomes. For example, in
the lower thermosphere local tendencies caused by gravity wave propagation are still important. However, even
in this case the total work remains negligible in the global average. In numerical models the top layers usually are
subject to increased artificial damping to avoid wave reflection from the model top. These artificial numerical
stresses at the upper boundary may result in a significant non-physical contribution to the column energy budget
which is not balanced by physical terms (more on this in Section 4.1.2).

At the lower boundary of the atmosphere, in contrast, the corresponding term on the right-hand side of Equa-
tion El vanishes only if the boundary condition s = 7 (z = z,) = 0 applies. This is assumed true over solid
ground (land, ice sheets etc). Over the ocean, surface currents imply s # 0 and the common formulation for
is

-
Tz|,—
z=z

7. = —Collo(z1) = Bsll (3 (z0) = Ts) (E2)

where C), is a drag coefficient which depends on the sea-state, near-surface atmospheric quantities and z = z, the
thickness of the surface boundary layer. The thickness of the surface boundary layer is usually assumed to be the
altitude of the lowest grid point of the atmospheric model (i.e., U (z;) is the lowest dynamically resolved wind).
The ocean surface velocity dependence (a.k.a. the current feedback) in the surface wind stress Equation E2 is not
systematically taken into account in climate models. However, such dependence leads to a reduction of roughly
20%-35% in the rate of kinetic energy input (or equivalently in the work done by the wind) to the ocean circula-
tion (Duhaut & Straub, 2006). This modulation of the energy transfer does not significantly affect the atmospheric
component, but has large impacts on the oceanic surface eddy kinetic energy (Renault et al., 2016). In addition to
the current feedback, the surface wavefield also plays a significant role in the air-sea momentum exchange. In the
current generation of climate models, wave-induced processes are often ignored and all of the surface wind-stress
goes into direct forcing of the surface currents, such that ("Ez) =7,

ocean,s

energy by surface waves). This is an assumption, since part of the work performed by the atmosphere is absorbed

., (i.., no gain or loss of net kinetic
L=Ly

by the ocean surface wavefield and contributes to the growth and maintenance of surface waves.
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We also note that global atmosphere models normally do not include the interface layer between atmospheric
domain and the surface explicitly in the computational domain. This has implications for the energy budget,
because the lowest resolved air speed (whether in the dynamical core or in the sub-grid parameterizations)
is non-zero even over solid ground — and in general it is different from the velocity of the surface (e.g., the
ocean current). The surface stress therefore appears to perform work, which is lost from the global budget.
This work is, in fact, entirely transformed into heat within the interface layer, which is defined as the thin
boundary layer of air near the surface within which both heating and stress are zero and the corresponding
vertical fluxes of heat and momentum constant. For momentum, the implication is that within this layer
energy is dissipated according to the last term on the r.h.s. of Equation E1, which across the surface layer
integrates to 7:|.—, - J|;, where 0], is the lowest dynamically resolved wind. As expected, this matches the
stress work, and results in a noticeable heating term, which is positive definite everywhere and thus contrib-
utes to a appreciable global mean. One way to represent this process in an energetically consistent way (so that
the energy dissipation is computed and added as heating, or, equivalently, as shear production) is described
in Becker and Burkhardt (2007). We note that computing the linear (constant coefficient) Laplacian diffu-
sion operator requires ensuring that the correction terms are not spurious sources of energy (e.g., angular
momentum). Nonlinear diffusion requires even more terms, and extending this approach to terrain-following
coordinates requires even more terms (see, respectively, Equations 17 and 18 and Section 3 in Becker and
Burkhardt [2007]).

Appendix F: Use of the Barycentric Velocity as a Basis for Consistently Representing
the Frictional Dissipation of Rain in Atmospheric Models

This section makes use of vector notation using bold-face fonts. For example, the barycentric velocity vector is
denoted v and is a three-dimensional velocity vector, whereas the main part of the paper is using o to refer to the
horizontal velocity vector.

F1. Introduction

Pauluis et al. (2000) and Pauluis and Dias (2012) estimated the frictional dissipation due to Stokes friction
between precipitation and gas to be globally comparable to the frictional dissipation due to the turbulent kinetic
energy cascade. Locally in the tropics, the dissipation due to falling rain might dominate and could be as large as
10 W/m?. This process must be represented in numerical models. It is argued here that this process is automati-
cally included into the model if the barycentric (center of mass) velocity is used in the model equations.

When representing thermodynamic processes from the perspective of the resolved model equations, we have
to take into account that normal and tangential stresses in the vicinity of falling precipitation are not resolved.
Microphysics equations are valid for droplets of specific sizes for which the Stokes friction law can be accessed
directly. Contemporary parameterization schemes for microphysics deliver an integrated precipitation flux P
over all droplet sizes to the coarse grained model equations. The precipitation flux can be interpreted to be the
difference between the bulk velocity of the precipitation, superscript prec, and the gaseous part of the air, super-
script gas, hence P = p®ed(yrre) — y©a9)) A bulk terminal velocity characterizing all droplets is then defined
as — VIk = v(re) — y@) where K is the vertical unit vector.

The terminal velocity of a droplet is obtained from the equilibrium of the Stokes friction force, the gravitational
force and the buoyancy force. At microscales, when the shear zones of the droplets is resolved by a model,
the friction force is larger than the buoyancy force. At the coarse grained macroscales, however, this Stokes
friction force is not directly accessible. Therefore, the equilibrium is represented as a balance between the grav-
itational force and a buoyancy (pressure) force. This shift in interpretation correctly models the energy transfer
processes. The lost potential energy of a droplet is first converted into kinetic energy and then converted into
internal energy by friction. An alternative representation is that the conversion of kinetic energy into heat is also
achieved by the pressure gradient force. In the following it will be shown that this process is indeed recovered
when using the barycentric velocity of an air parcel and the associated kinetic energy.

The concept of the barycentric velocity is documented in de Groot and Mazur (1984), Zdunkowski and
Bott (2004), Degrauwe et al. (2016), Catry et al. (2007), Gassmann and Herzog (2008), and Wacker et al. (2006).
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A macroscopic air parcel is considered to consist of diverse species #, which may have different bulk velocities.
The barycentric velocity is then defined to be

ve Y pONO g = Y g OvO, ED)

CELy CELy

where p@h =y, tecy, p¥) is the total density. The second expression uses the specific contents ¢g© = p@/p@h
with ), Lul g¥ = 1in the definition of the barycentric velocity. This means that sedimenting condensates have
downward relative velocities with respect to the barycentric velocity. The non-sedimenting gaseous and cloud
constituents move slightly upwards compared to the barycentric velocity (Wacker & Herbert, 2003). Note that
even though this framework allows for different horizontal velocities between, for example, gas and precipitation,
the horizontal velocity components of v are usually assumed the same.

Diffusive fluxes are defined as the difference between the actual flux of a given species and the barycentric flux
JO = p? (v —v), (diffusive flux).

Note that the diffusive flux in a barycentric velocity frame must not be confused with molecular diffusion fluxes,
and also not with turbulent diffusion fluxes arising from Reynolds averaging/filtering. By definition, the sum of
all diffusive fluxes is zero

> I9=o. )

CeLyy

It might seem that the sum of the diffusive fluxes should not vanish at the surface (Bott, 2008). If it rains, there,
a vanishing flux sum would be associated with an artificial flux of dry air through the surface. In fact, the sum
vanishes as well by definition at the surface. Rather the barycentric velocity is non-zero there. When evaporation
and precipitation take place at the same time, we can separate the velocity of water vapor into two distinct contri-

butions, one which is equal to the dry air velocity, and a second part that differs from the dry air velocity and only
(wv

appears if dry air and water vapor mix v“?) = v@ 4+ v"“? Then the surface barycentric mass flux is

p(a”)vsurf p(d)v(d) + p(wv)v(d) + p(wv)v%f) + p(prec)v(prec)

- p(pm)v(preC) _ p(gaS)V(d) + p(wv)vxli’:) _ p(d)v(d) + (zp(d) + p(wv)) v
.

\ - RN

=P =E =0

= P+E.

Clearly, the surface dry air velocity vanishes, v(® = 0. The here given form is only chosen for the sake of making
the definitions of P and E obvious, which are both always formally defined with the help of mass flux differences.
In the above equation it is assumed that suspended condensates move with the dry air velocity and hence do not
show up in the boundary condition. This boundary condition is applicable to all prognostic equations, especially
also for the momentum equation, which means that momentum leaves the atmosphere if it rains.

F2. Prognostic Equations for Species

The continuity equation for each specie can be written in two different flavors (note that these are three-dimensional
continuity equations. The gradient operator V is three-dimensional!)

ap(f)

- —V - (pOVO) + SO,

(F3)

. v (p(f)V+J(f)) + S5O,

(see Section 2a in Wacker et al. [2006]), where the second form is using the barycentric perspective. S is the
source/sink term. Note that total mass is conserved, so

2, sV=0. (F4)

CELyy
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We note that the constituent equation can also be written in Lagrangian form

@)
@ D4 _ g 5o 4 5@ (FS)
Dt ’
where
D . . .
— = 0; + v - V (barycentric material derivative). (F6)

Dt

Often, models do not use a prognostic form for the equations of falling precipitation. Rather, the precipitation

is thought to fall down immediately. This is expressed as 0 = —V - J© + §©. Hence, the barycentric frame-
work is easily applicable for this case, since the required rule ), . J*) = 0 is untouched by this computational
simplification.

Summing the continuity equations for all components gives

ap @D ap®
E B €Ly E '
= -3 [V (POV+IO) + S(m] , (F7)
CELyy
= _V. (p(all)v) .

As said above, at the surface, the barycentric velocity is the sum of the precipitation flux and the evaporation
flux. Hence, the lower boundary conditions for the continuity equation are easily obtained when applying the
barycentric framework. The general and intuitive form of the continuity Equation F7 allows to derive its primitive
equation formulation as we are used to it. Specifically then, the total density is replaced with p@ = —dp/o®.

Specifically, we can also give the continuity equations for the species independent of the gas velocity, which is
likewise the velocity of the other non-precipitating species like cloud ice and cloud water. For comparison, we
repeat here the two forms for the continuity equation of the non-precipitating constituents, hence the sum of the
gas and the non-precipitating liquid and frozen parts

()p (non—prec)

by =_V. (p(mm—prec)v(gas)) + S(non—prec)’ (FS)

F) (non—prec)
a_p =_V. (p(nun—prec)v _ q(non—prec)P) + S(non—prec)! (F9)
t

where the first equation assumes v to be known. The second equation assumes an available v and uses the
diffusive flux of the non-precipitating species as
J(non—prec) — p(non—prec)v(gas) _ q(mm—prec)p(all)v
— p(n()n—prec)v(gas) _ q(nan—prec) (p(non—prec)v(gus) + p(prec)v(pre('))
— p(nun—prec)v(gas) _ q(non—prec) (p(nun—prec)v(ga.\') + P + p(prec)v(gas))

— _q(nonfprec)l)

Likewise, the possible prognostic equations for the precipitation are found to be

9 ) (prec)

= _V . (prredylsas) L p + Sleree) F10
2 (py ) (F10)

ap (prec)

= _V . (pPredy 4 glon-prerp) 4 gloree) (F11)
> (o q )

The second equation using the barycentric framework includes the diffusive precipitation flux as J#¢© = gon=
prec)P.
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The different velocities are related according to
v = v L p/pld, (F12)

Therefore, modelers may choose either prognostic equation for the species in their numerical model. For instance,
when modeling passive tracer transport, v is a more natural choice for the advective velocity than performing
a two-step process consisting of an advection with the barycentric velocity and a correction with the diffusive
velocity. A common counterargument against the use of barycentric velocities is that we cannot measure them
directly. However, if the precipitation flux, the wind velocity—and hence the velocity of the non-precipitating
part—and the density are known, the recovery of the barycentric velocity is straightforward.

F3. Prognostic Equation for Momentum and the Kinetic Energy Budget

Let us write the resolved momentum equations for the gaseous part, the precipitating part and the cloud part

independently
p("”)%q(i"‘”)v(g‘”’ =-Vp— p¥V® — F,, — Fy, (F13)
(all) D (prec) y,(prec) __ (prec)v(b F 14
P th v =P + Fgp, (F14)
(all) D (cloud)  ,(gas) __ (cloud)
p Ftq v =—p Vo + F,, (F15)

where turbulent diffusion terms and the Coriolis term are omitted (we could add them later). The momentum
exchange forces F subsume all forces which are not tractable by the coarse-grained model. The force F,, is
exerted with opposite signs to the moist air around the precipitation particles and the bulk precipitation velocity.
The force F, accounts for a similar interplay between gas and cloud particles. Several possible reasons exist
for such forces. The most obvious is the frictional force, but also, momentum might be exchanged because of
condensation or evaporation. The forces F are not known, and they are not provided by any microphysics param-
eterization of the coarse-grained model. At the microphysics level, the comparable Stokes friction depends on the
radius of the droplets and the shear zones formed around these droplets. However, on the macroscopic level these
radii are not known and the shear zones are not represented.

The assumption of a common—namely barycentric—advective velocity v is necessary here, because the forces
+F are relative forces between the gas and the droplets. Therefore, all species need a common Lagrangian frame
of reference for their motion.

The forces F are not explicit in the barycentric momentum equation,

P %v =-Vp-p“’Vo. (F16)

Here, again, possible additional turbulent diffusion and Coriolis terms are omitted. The fact that the forces F are
not explicit means that using the barycentric velocity as the prognostic variable is an attractive choice. An appar-
ent complication is that the barycentric velocity is needed for advection in this momentum equation.

Let us derive the kinetic energy change of an air parcel moving with the barycentric velocity. This is obtained by
multiplying Equation F16 by the barycentric velocity

(q(nOH—Pré’C)V(gaS) + q(preC)V(pVEC)) . p(“”)BV =

Dt
—ylgas) Vp_p(nan—prec)v(gaS) VP — p(PVEC)V(PN’C) . Vd)—q(prec) (V(prec) - V(gas)) -Vp (F17)
;W—-Jk g - d
~
pressure work K < potential energy K < internal forces precip-air
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The first three terms on the right represent individual energy changes which are attributable to known physical
processes. The first term is the pressure work term that converts kinetic energy into internal energy via the
compression work —v#®) . Vp = =V . (v8)p) 4+ pV . v, The two next terms describe the exchange of kinetic
energy with the potential energy, that is, the rising or falling air parcels. The fourth term represents the kinetic
energy change due internal forces between the precipitation and the moist air. This term is identified as an effect
of internal friction because the other physical processes are already accounted for. Forces between the cloud
droplets and the gas do not result in a kinetic energy change, because the gas and the cloud droplets have the same
velocity.

Let us now devote our attention to the last term in Equation F17. Assuming that the hydrostatic relation dominates,

_ 0P _

k'Vp_dz

e, (F18)

and taking the definition of the terminal velocity —V7k = v — v the macroscopic effect of Stokes friction
can be approximated as

=g OVp - (Ve — y8 ) —qlree) plelb gy T = — prre) g (magcr. effect of Stokes friction).

It is then clear that this term represents dissipation of kinetic energy

| = o7V g| > 0. (F19)

Pauluis et al. (2000) denotes this as the frictional dissipation of rain. In conclusion, we note that this dissipation
is only accessible if the barycentric velocity is chosen to be prognostic. This is because, otherwise, the particular
energy budget Equation F17 would not have been obtained.

In a hydrostatic primitive equation modeling framework, the left hand side of Equation F17 would be set to
zero. This means that kinetic energy of vertical motions is not stored in a kinetic energy reservoir, but pretends
to be converted directly between potential energy and internal energy. Besides this, the physical processes are
represented in the same manner in a primitive-hydrostatic modeling environment as they are in a non-hydrostatic
modeling environment.

F4. Internal Energy and Enthalpy Equations

After having analyzed the loss of kinetic energy due to falling rain, we have to find/derive the terms where the
respective gain of internal energy shows up as a positive temperature tendency. We will cover both the constant
height formulation (internal energy) and the constant pressure formulation (enthalpy).

The internal energy Equation 20 using the barycentric velocity formulation can be written as

D U(all)
el 5— == sV =V > ARV A -T. (F20)
4 N—— €Ly N——
compression term diffusive enthalpy flux of the constituents

(Gassmann & Herzog, 2015) where I represents three terms not central for this discussion (divergences of radi-
ation and sensible heat fluxes, turbulent shear production term) and U“? is the specific internal energy (see
Equation 22)

p(d ) B p(wv)

e — 2 q® [h<0/0> + c,(f) (T - TOO)] _

(all) (all)
CeLyy P p

The internal energy equation combines temperature and constituent changes and we are now after the temperature
change. Before starting, let us replace the pressures in the above internal energy specification by their expression
of the ideal gas law, hence p@/p@ = RDg DT and p™V/p@@h = ROVgT. For gaseous components we have
e =\ — R@and ¢ = " — R™?, whereas for the condensates the heat capacities at constant volume and

constant pressure are formally equal, ci,f) = cf) for £ € L.ong- That is,
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PO pw R@pd  RWwo) jwor
plai) plalh = plall) plall) >

— R(d)q(d)T + R(w”)q(w”)T,
(d) (d) (wv) (wv) ,
= " =] ¢OT + [y — "] VT,

= Y [cff) - cﬁf)] q'T, using ¢! = c[(f) for? € Leona.
tEeLy

Now, we use that to rewrite the left-hand side of Equation F20

DU« D
(all) — (aly &2 O eOT + o _ O (&)
p D 4 i\, EZﬁ:n” q¢y ( 00 » 00) q g
Dq” .
= pan y q(mcsﬁﬂ + (Tcﬁ,f) + hf)(f)) - C,(,/)Too) =4 , (chainrule)
teLy Dt Dt
_ o & DT @ 1@ _ (O @ _ Q) (F21)
= ¢, —(Tey’ +hy) —c, ' Too) (V-J9 =8 }
fezﬁuu { Dt ( * ' ) ( )

using the constituent Equation F5. Second, the diffusive enthalpy flux term can be written as

-V [ Y h“)(T)J(f’] - X VA[RY + T - To)] IO},

el y; CEL,) (F22)
= = X V[T + ()~ T V3
all

Now, it is clear that the last term in Equation F22 cancels with a part of Equation F21. Substituting Equation F21
on the left-hand and the rewrite Equation F22 on the right hand side of the internal energy equation Equation F20
yields after rearranging, using again ¢!” = c;,f) — R® and the ideal gas law

ciamp(””)% =—pV.v-TI- Z (hoo = ¢ Too + ¢'T) S
€Ly

- /
g

latent heating

@)
vy P_yo Y (O3 vr

€Ly €Ly
< _ | J
v v
diffusive pressure fluxadv. of T with diffusive constituent fluxes

(F23)

The important terms are the compression term and the diffusive pressure flux term. For the latter we do not yet
have an interpretation and, indeed, there is no stand-alone interpretation as we shall see soon. We can only under-
stand the frictional heating due to falling rain when we consider both terms together. To demonstrate this, recall
the definitions of the previous sections: P = p@e)(y?red) — y8a) = —p@redyTk and J©) = —g®9P. Using them
to express the diffusive pressure flux yields

Z Lf)J(t’) — _ pP — plprec) (v(gas) _ V(m’f)) — (preC)VTk
@Y T T an — P4 =rq : (F24)
(€L p p

Now, use the definition of the barycentric velocity v = g@mredy(sas) 4 g@redy®ree) jn the compression term

and differentiate the diffusive pressure flux term by parts. This gives after some cancellations and using
q(non—prec) + q(prec) =1

(@)
—pV-v-V. < Z %J(ﬁ) = —pV . v 4 gloreo) (V(pref) - V(gaS)) - Vp,
C€LG P

—  _pV. yEa .
= pV - v +p(a”) Vp,

—pV . y(8as) 4 p(prec)VTg,

Q
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where the last term is again found by using the hydrostatic approximation. With this term we have finally discov-
ered the place where the frictional dissipation term shows up in the temperature equation. Only the gaseous
components contribute to the compression term, but because the compression term shows up in the original
equation with the barycentric velocity, a part of it constitutes, together with the diffusive pressure flux term,
the frictional heating due to the falling precipitation. Comparing the result with the kinetic energy loss (Equa-
tion F17), it becomes clear that total energy conservation is obtained with this formulation. The lost kinetic
energy shows up exactly, with the opposite sign, in the internal energy equation, and hence gives rise to an
increase of temperature.

It is interesting to give an estimate of the relative orders of magnitude of the dissipative heating term due to
precipitation and the last term in Equation F23, which accounts for the differential advection of the species
besides the barycentric advection. When considering only rain fluxes below a cloud, it becomes

_ Z Cl()f)J(f/”) . VT = —Pptrain (q(d) (C,(;“q) _ szd)) _ q(u!U) (Cl(’“CI) _ CE,WU))) .VT.

€Ly

(all)
P

considering the thermodynamic parameters given in Appendix F, the differential advection leads to a cooling

Assuming the worst case of a neutral stratification with a vertical temperature gradient of — g/c,"", and
which is about three times larger than the frictional heating effect. This calls into question the assumption of
identical heat capacities for all the species, because in this case, the last term of Equation F23 would vanish.
The physical mechanism behind this cooling is that the specific heat of liquid or frozen species is consider-
ably higher than the specific heat of the gases. Therefore, the net transportation of heat is downward, even
though the sum of the diffusive fluxes vanishes. Thus, there is a small cooling even without evaporation of
rain.

What are the implications for a temperature equation in the height based coordinate system? Assume that the
precipitation fluxes P are the output of some parameterization scheme. Then, Equation F23 can be cast in the
following form

c,(,””)p("”)ﬂ =—pV.v-T"-V. < Z (_ P P(f)) + Z R(mTJE:i)X _ Z OJO VT (F25)

Dt (all)
€L prec P CE€L s CEL)

where I now also comprises the latent heating term. For the last term, the precipitation fluxes have to be
converted into the diffusive fluxes. Note that in this case all non-sedimenting constituents, which might also be
cloud water or cloud ice in addition to the gas, share the same relative velocity. Hence we set J© = —¢“P for
every non-precipitating constituent and J = g®"=#7P for a precipitating component. This must be done inde-
pendently for different precipitation fluxes, say those of rain, snow, etc. There might also be fluxes of gaseous
components due to turbulent mixing. These are represented in the second term under the divergence operator.
Finally, the diffusive fluxes in the last term might be summed up from quite different contributions.

Writing the thermodynamic Equation 21 in enthalpy form—as it is convenient in the primitive equation's mode-
ling framework—we get

DT D ,
c]()al/) (all) o= Flz - Z (h00+CI(,f) (T—Too)) sO Z C[()K)J(I/”) VT
CELay €Ly (F26)
. ~ J/ . ~
latent heating adv. of T with diffusive constituent fluxes

It is remarkable that no additional term appears, compared with the existing formulation. This is because the
barycentric vertical pressure velocity is not “just” the gas pressure vertical velocity when taking the barycentric
framework into account
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Dp op
=L = iy,
Dr o P
= 2Ly qOvO.vp,
ot €Ly

= @ + Z q(t’)v(gaS) -Vp+ q(pl'eC)V(preC) -Vp,
ot ¢4 prec!
9p
= — 4 (O)y(8as) .\ p 4 goree) (yloree) _ ylgas)) .y X
> fe%,, q p+q7e ( ) Vp
= % + V8D . Vp — grreoyTK - Vp,
N —

—o(gas)

0
= a_it’ 4 V89 L 4 plre YT

The last term is here the frictional dissipation term. In contrast to the internal energy form (Equation F25), the
frictional heating due to falling precipitation is completely hidden in the pressure vertical velocity. This velocity
becomes larger when precipitation is falling, indicating a stronger apparent subsidence.

The internal energy (Equation F25) and enthalpy (Equation F26) forms of the temperature equation assign the
heating to all ingredients of the air parcel to the extent that they all have the same temperature, but differ-
ent heat capacities and different mass concentrations. It lies at the very heart of our current understanding of
non-equilibrium thermodynamics that a single temperature is assigned to the air parcel consisting of the diverse
species. This is an idealization which is heavily challenged, but an alternative would require multiple temperature
equations for multiple species. Since we describe droplet size distributions with only bulk quantities and smaller
droplets certainly have different temperatures than bigger droplets, an alternative approach quickly becomes
confusing.

In Section 2.1.13 we speculated that the barycentric framework could possibly also handle horizontal velocity
deviations/friction for falling precipitation. In that case, we would have to define a terminal velocity so that it not
only has a vertical component, but also a horizontal component. The barycentric viewpoint already formally also
accounts for the horizontal momentum of falling precipitation. The challenge is that in the microphysics parame-
terization scheme it would be unclear how to compute a terminal velocity in the horizontal direction as that is not
governed by Stokes law and the empirical formula used there.

Appendix G: CAM Setup

The simulations with CAM use the cam_energy_analysis branch of https://github.com/PeterHjortLauritzen/CAM
which is a fork from CAM tag cam6_2_026 (tag in cam_developement branch of https://github.com/ESCOMP/
CAM). The simulations use the CAM-SE-CSLAM dynamical core (Lauritzen et al., 2017) based on a dry-mass
vertical coordinate (Lauritzen et al., 2018) and coupling to physics using a finite-volume physics grid (Herrington
et al., 2018, 2019). A run-script to replicate the simulations can be found in the cam_energy_analysis code base
under the my_scripts directory.

Reproducibility information on the simulations for Figure 9 is stored in git@github.com:oksanaguba/cam-en-
thalpy-runs.git. The runs are based on the same branch cam_energy_analysis as described above.

The following constants in the energy equation are used in CAM:

e =1004.64J K" kg™
¢ = 1810.00 J K~ kg™
¢ = 4188.00J K" kg™
9 =211727J K~ kg™
Lo = 2501000.0 J kg™
L, 00 = 2834700.0 J kg™
Ly oo = 333700.0 J kg™
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This version of the spectral-element dynamical core differs from the CESM2.2 release version (Lauritzen
etal., 2018) in that an FV3 vertical remapping algorithm is used (which reduced vertical energy conservation due
to higher-order numerics) and reference states are subtracted from hyperviscosity operators to reduce spurious
noise for flow over orography (Liu et al., 2022) and thereby also energy errors.

Appendix H: Sponge-Layer Diffusion and Frictional Heating

As discussed in Section 4, frictional heating is often implemented in the dynamical cores of ESMs after the
application of second-order or higher-order horizontal diffusion processes and sponge-layer dissipation mech-
anisms, such as Rayleigh friction, near the model top. These processes are represented on the right-hand-side
of the momentum equation as also shown for the Laplacian diffusion in Equation 136. In addition, horizontal
fourth-order hyperdiffusion and Rayleigh friction are represented respectively by

A d Hl1
” v, V*0 an (HD)

1

9B

= — kD, H2
o ) (H2)

where v, is a fourth-order horizontal diffusion coefficient (see also the discussion in Jablonowski and
Williamson [2011]) and & is the Rayleigh friction damping coefficient.

Section 4.1.2 highlighted a particular application of the sponge-layer Rayleigh friction in the FV3 dynamical core
(L. M. Harris et al., 2021). FV3 lies at the heart of the Unified Forecast System (UFS) developed by the National
Oceanic and Atmospheric Administration (NOAA) and is an optional dynamical core in NCAR's CESM2.2
framework. We therefore provide additional insight into the implementation details to foster the reproducibility
of the FV3 results. They were generated via CESM2.2's “Simpler Models™ hierarchy which includes the dry
Held-Suarez test (Held & Suarez, 1994) as the “FHS94 compset” with analytic initial conditions. FV3's Rayleigh
friction in the sponge layer is implemented in a time-implicit way. When using the acceleration of the zonal wind

component du/dt = --- —ku as an example this leads to
n+l _ n
=k (H3)
n+l __ u"
YT Tvkar B

where n + 1 and n denote the updated (via the RF process) and current time levels, respectively. The time-implicit
update of the meridional wind component v follows the same principle and is given by

n
n+l __ v

T 1+ kAL

(H5)

The loss of kinetic energy due to Rayleigh friction in the hydrostatic FV3 configuration with the horizontal veloc-
ity vector & = (u, v)" can then be computed via

K = K -K,
P [ /=ns1)\2 -0\ 2
= 2@ - @),
= g [u"*lu"*l + Un+1Un+l —u"u" + Unvn] ,
- 2w+ () -
= = + - - s
2 (\T¥kar Trkar) W@
p 2 2 1
= = (@) +@" <——1>],
2 ( ) (1 + kAr)?
(1 + kA?) (H6)
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This kinetic energy loss is applied as frictional heating (—JK) as shown in Equation 140. It leads to the expression
Tn+l — T" — oK
plald) oD’
K 1 (H7)
NP (-
Cp 1+ kAr)
which describes the local update of the temperature, here labeled as time level n + 1. A dry specific heat is used
since there is negligible moisture in the sponge layer domain. L. M. Harris et al. (2021) show the equivalent
temperature update equation due to frictional heating (their Equation 8.17) for the nonhydrostatic FV3 configu-
ration. It is
T = Tn_— 6Ksp
plall) ci,d) ’
Kb < 1 ) (H8)
= T+ —|((1-—— ),
@ (1 + kA1)
where K, is the kinetic energy that takes all three velocity components into account. This heat conversion utilizes
the dry specific heat at constant volume ¢’ in FV3.
The choice of the Rayleigh friction damping coefficient in FV3 is
1[. (zIne/p\]’
k=—|sin| =—— || , (H9)
T 2 In(pe/p)
where p symbolizes the pressure at the chosen grid point. The symbol p_ stands for the user-selected RF cutoff
pressure, p, is the pressure at the model top, and 7 is the maximum RF timescale which needs to be expressed
in units of seconds. For the FV3 C24L64 simulations in Section 4.1.2 the following settings were selected:
p,=9.04 X 1073 hPa, p.=0.1hPaand =1, 3, and 5 days.
Appendix I: Notation
Below is list of variables appearing more than once in the main part of this paper:
Symbol Description Unit
F) Cell averaged/mean value
“) Deviation from cell averaged/mean value
a Specific volume of moist air m¥/kg
@ Specific volume of dry air m¥/kg
c,(,f ) Specific heat at constant pressure of species £ J/K/kg
o Specific heat at constant volume of species ¢ J/K/kg
D/DT Material derivative 1/s
E, Specific energy of x where x = “atm” atmosphere and x = “ESM” Earth System model J/kg
Eom Specific energy of fluid equations of motion J/kg
F,ff, ) Net flux of water species Z into the atmosphere kg/m?/s
I Flux of water species ¢ from atmosphere to surface kg/m?%/s
F:(i ) Flux of water species £ from surface to atmosphere kg/m?/s
Frf;';”’-’"" ) Radiative and sensible/turbulent fluxes into atmosphere (Equation 76) J/m?¥s
r’ﬁ,‘;’b) Sensible/turbulent fluxes into atmosphere consistent with CLUBB J/m?s
F:Z) Net enthalpy flux into atmosphere J/s/m?
Continued
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Continued
Symbol Description Unit
F®, Enthalpy flux from atmosphere to surface J/s/m?
F.fﬁ)a Enthalpy flux from surface to atmosphere J/s/m?
F,f:) Net potential energy flux into atmosphere J/s/m?
9 Net (horizontal) kinetic energy flux into atmosphere J/s/m?
Fy Frictional force on velocity vector m/s?
7 Vertical component of stress tensor m?/s?
g Gravitational constant m?/kg/s?
h® Partial enthalpy of air constituent £ Jikg
héf, ) Reference enthalpy for water phase £ J/kg
k Vertical unit vector
K Specific horizontal kinetic energy (E %sz) m?s?
K Specific horizontal kinetic energy in surface at surface m?/s?
K s Specific horizontal kinetic energy in atmosphere at surface m?/s?
K, Specific horizontal kinetic energy at surface m?/s?
6K Specific horizontal kinetic energy increment m?/s?
m Dry mixing ratio of constituent £ (= p“/p@) kg/kg
m@ Sum of all dry mixing ratios of moist air kg/kg
o @) Rate of phase change to falling precipitation or evaporation kg/kg/s
ot
o @) Rate of phase change to/from suspended condensate kg/kgls
o
M(z) Mass per unit area at height z for component ¢ kg/m?
Ly Latent heat of fusion J/kg
L,y Latent heat of sublimation J/kg
L, Latent heat of vaporization J/kg
Lai Set of all constituents of moist air
Lo Set of all water species in moist air
Leond Set of all condensates in moist air
0} Geopotential m?/s?
D, Surface geopotential m?/s?
p® Density of air constituent £ kg/m?
pb Density of all constituents of moist air kg/m?
p Moist pressure Pa
P, Moist pressure at model top Pa
p@ Partial pressure of dry air Pa
p™ Partial pressure of water vapor Pa
II Exner pressure
I1; Exner pressure at surface
q® Specific/moist mixing ratio of # kg/kg
0 Heating per unit mass J/kg
R Generalized ideal gas constant J/K/mol
R® Ideal gas constant for £ = ‘d’, ‘wv’ J/K/mol
() Variable held fixed during physics update
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Continued
Symbol Description Unit
T Temperature K
AT Temperature increment K
AT, Temperature increment in atmosphere level k K
T Reference temperature K
Toims Temperature in atmosphere at surface K
Toss Temperature in surface at surface K
T, Single temperature for water leaving/entering atmosphere K
T, Virtual temperature K
oT Temperature increment K
(2] Potential temperature K
0, Moist potential temperature K
ueh Specific internal energy of moist air J/kg
Y Specific internal energy of dry air J/kg
b1 Horizontal velocity vector (u, v) m/s
ou Zonal velocity component increment m/s
ov Meridional velocity component increment m/s
v 3D barycentric velocity vector (only used in Appendix F) m/s
vr Bulk terminal vertical velocity of falling precipitation (used in barycentric framework) m/s
v, Horizontal second-order diffusion coefficient m?%/s
Vertical velocity m/s
Vertical pressure velocity (= Dp/Dt) Pa/s
z Height above surface geoid m
zZ, Height of model top m
n Standard hybrid pressure-based vertical coordinate
Al Used for various imbalance terms in energy equation (see text for details) J/s or W/m?
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