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Abstract7

A thorough study of domain wall solutions in coupled Gross–Pitaevskii equa-8

tions on the real line is carried out including existence of these solutions; their9

spectral and nonlinear stability; their persistence and stability under a small local-10

ized potential. The proof of existence is variational and is presented in a general11

framework: we show that the domain wall solutions are energy minimizers within12

a class of vector-valued functions with nontrivial conditions at infinity. The admis-13

sible energy functionals include those corresponding to coupled Gross–Pitaevskii14

equations, arising in modeling of Bose–Einstein condensates. The results on spec-15

tral and nonlinear stability follow from properties of the linearized operator about16

the domain wall. The methods apply to many systems of interest and integrability17

is not germane to our analysis. Finally, sufficient conditions for persistence and18

stability of domain wall solutions are obtained to show that stable pinning occurs19

near maxima of the potential, thus giving rigorous justification to earlier results in20

the physics literature.21

1. Introduction22

Domain walls are ubiquitous in physical systems. The purpose of the present23

work is to initiate a rigorous analysis of this phenomenon by placing it in a general24

variational framework. We are interested in the existence and stability of these25

domain walls as well as in their dynamical properties. The study is fairly complete26

and covers the general existence and asymptotic properties of the solutions, spectral27

and orbital stability, and it also includes the case of a small localized potential where28

the spectral stability of these solutions is completely characterized. Our perspective29

is mainly variational, also including some perturbation analysis in the case of small30

localized potentials.31
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Consider the system of coupled Gross–Pitaevskii equations,32

i∂tψ1 = −∂2
xψ1 + (g11|ψ1|2 + g12|ψ2|2)ψ1,

i∂tψ2 = −∂2
xψ2 + (g12|ψ1|2 + g22|ψ2|2)ψ2,

}
(1)33

where the cross-interaction terms are taken to be equal to preserve the Hamiltonian34

structure of the underlying equations. The system (1) may be seen as the simplest35

model for domain walls in the real line.36

Domain walls occur in many physical experiments, such as convection in fluid37

dynamics [14,15] and polarization modulation instability in fiber optics [12,13].38

Recently, domain wall solutions were discussed in the coupled Bose–Einstein con-39

densates, both in one and two dimensions [9], and this is the prime motivation for40

our study, as the one-dimensional domain walls should represent the leading order41

term in an expansion of the energy of a two-component Bose–Einstein condensate.42

For simplicity, start with the model case g11 = 1 = g22 and γ = g12. Stationary43

solutions of the form ψ1 = e−i tμ1 u1, ψ2 = e−i tμ2 u2 with real-valued envelopes44

u1, u2 and normalization μ1 = 1 = μ2 satisfy the system of differential equations45

−u′′
1(x)+

(
u2

1 + γ u2
2 − 1

)
u1 = 0,

−u′′
2(x)+

(
γ u2

1 + u2
2 − 1

)
u2 = 0,

⎫⎪⎬
⎪⎭ x ∈ R. (2)46

We seek nonnegative solutions of system (2), with heteroclinic boundary con-47

ditions at infinity,48

u1(x) → 0, u2(x) → 1, as x → −∞, (3)49

u1(x) → 1, u2(x) → 0, as x → +∞. (4)50

In the special case γ = 3, such solutions are known explicitly [9,14]:51

γ = 3 : u1,2(x) = 1

2

[
1 ± tanh

(
x√
2

)]
. (5)52

Apart from the special case γ = 3, generally there is no explicit formula for the53

domain wall solutions. However, we will prove that such solutions exist for any54

γ > 1, and in fact for a large class of systems of two Hamiltonian PDEs. In addition,55

we will prove that they are spectrally and nonlinearly stable. Lastly, we will add a56

small localized potential to the coupled Gross–Pitaevskii equations (1) and prove57

the early observation in [9] that the domain walls persist near the nondegenerate58

extremum points of the small potentials and become spectrally stable (unstable)59

near the maximum (minimum) points, thus providing a very complete picture of60

this phenomenon.61

For the main result, our technique is variational. Therefore, we introduce the62

general energy functional, for functions ψ j : R → C, j = 1, 2,63

E(ψ1, ψ2) = 1

2

∫ ∞

−∞

(
|ψ ′

1|2 + |ψ ′
2|2 + W (ψ1, ψ2)

)
dx, (6)64
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where the appropriate choice of potential W corresponding to Equation (2) is:65

W (ψ1, ψ2) = 1

2
(|ψ1|2 + |ψ2|2 − 1)2 + (γ − 1)|ψ1|2|ψ2|2. (7)66

Denote by � = (ψ1, ψ2), and let R
2+ be the set of vectors in R

2 with nonnegative67

coordinates: (x, y) ∈ R
2+ if x, y � 0. The potential W for γ > 1 satisfies the68

following general properties:69

(W1) W (�) = W (|ψ1|, |ψ2|) = F(|ψ1|2, |ψ2|2) for F ∈ C3(R2; R).70

(W2) W (�) � 0 for all � ∈ C
2, and there exist a, b > 0, so that W (�) = 0 if71

and only if (|ψ1|, |ψ2|) = a = (a, 0) or b = (0, b).72

(W3) a, b are non-degenerate global minima of W (when restricted to R
2+).73

(W4) There exist constants R0, c0 > 0 such that74

∇W (U ) · U � c0|U |2 for all U ∈ R
2+ with |U | � R0.75

We will show that the above properties are sufficient for the existence of domain76

wall solutions, and also nearly sufficient for many of their properties, including77

dynamical stability. A great variety of coupled equations of nonlinear Schrödinger78

type fit the above framework. For instance, taking the general form of the coupled79

Gross–Pitaevskii equations (1) with arbitrary g11, g22 > 0 and g12 >
√

g11g22,80

we may seek stationary domain wall solutions of the form ψ1 = e−i tμ
√

g11 u1(x)81

and ψ2 = e−i tμ
√

g22 u2(x), with μ > 0 any constant. The resulting system for82

U = (u1, u2) takes the form83

−u′′
1 + g11

(
u2

1 − a2
)

u1 + g12u1u2
2 = 0

−u′′
2 + g22

(
u2

2 − b2
)

u2 + g12u2
1u2 = 0

⎫⎪⎬
⎪⎭ (8)84

with85

U (x) → a := (a, 0), as x → ∞,86

U (x) → b := (0, b), as x → −∞, (9)87

where88

a =
√
μ

4
√

g11
, b =

√
μ

4
√

g22
.89

For this more general domain wall system, the corresponding potential is90

W (ψ1, ψ2) = 1

2
(
√

g11|ψ1|2 + √
g22|ψ2|2 − μ)2 + (

g12 − √
g11g22

) |ψ1|2|ψ2|2,
(10)91

which also satisfies the conditions (W1)–(W4) above, provided92

g12 >
√

g11g2293

a hypothesis which we make throughout the paper.94
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Many other coupled Schrödinger systems with Hamiltonian structure may be95

treated by choosing different potentials satisfying (W1)–(W4). For instance,96

W (�) = 1

4
(|ψ1|4 + |ψ2|4 − 1)2 + γ − 1

2
|ψ1|4|ψ2|4, (11)97

with γ > 1, is another admissible energy functional, which generates the system98

of coupled Gross–Pitaevskii equations,99

i∂tψ1 = −∂2
xψ1 + (|ψ1|4 + γ |ψ2|4 − 1)|ψ1|2ψ1,

i∂tψ2 = −∂2
xψ2 + (γ |ψ1|4 + |ψ2|4 − 1)|ψ2|2ψ2,

}
100

with the domain wall solutions satisfying asymptotic conditions �(x) → (0, 1) as101

x → −∞ and �(x) → (1, 0) as x → ∞. Thus, we may consider systems other102

than the standard cubic Gross–Pitaevskii equations (1).103

To find solutions with the desired conditions (9) at infinity, we first start with104

a very weak topology. Call X the class of all U = (u1, u2) ∈ H1
loc(R; R

2) which105

satisfy the asymptotic conditions (9). Define also Y to be the class of complex-106

valued � = (ψ1, ψ2) ∈ H1
loc(R; C

2) satisfying U := (|ψ1(x)|, |ψ2(x)|) → a as107

x → ∞ and U → b as x → −∞. Although neither space is closed under H1
loc108

convergence, we will nevertheless obtain convergence in the stronger topology109

defined by the family of distances (see [3]),110

ρA(�,�) :=
∑
j=1,2

[∥∥ψ ′
j −ϕ′

j

∥∥
L2(R)

+∥∥|ψ j |−|ϕ j |
∥∥

L2(R)
+ ∥∥ψ j − ϕ j

∥∥
L∞(−A,A)

]
,

(12)111

where A > 0 is a fixed constant. Our main existence result is given by the following112

theorem.113

Theorem 1.1. Assume W satisfies (W1)–(W4). Define114

m = inf
�∈Y

E(�).115

Then there exists� = (ψ1, ψ2) ∈ Y which attains the infimum of E in Y.Moreover,116

every minimizer has the form ψ1 = eiβ1 u1, ψ2 = eiβ2 u2, for nonnegative real-117

valued U = (u1, u2) ∈ X and β1, β2 ∈ R constants. Furthermore, for any mini-118

mizing sequence�n ∈ Y, E(�n) → m, there exists a minimizer� ∈ Y, a sequence119

τn ∈ R, and a subsequence for which120

ρA(�nk (· + τnk ),�(·)) → 0, as k → ∞121

holds for all constants A > 0.122

A more detailed theorem, giving essential properties of the minimizing domain123

wall solutions, is presented in Section 2; see Theorem 2.1. In particular, the solutions124

have exponential convergence as x → ±∞ to their asymptotic limits, and in the125

symmetric case (2), all minimizers satisfy 0 � u1(x), u2(x) � 1 and there exists a126

minimizer which is symmetric about x = 0, u2(x) = u1(−x).127
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Remark 1.1. In the symmetric case (2), there exists another equilibrium state128

c =
(

1√
1 + γ

,
1√

1 + γ

)
129

inside the range, where the domain wall solutions are defined. The equilibrium130

state c corresponds to the center-saddle point of the dynamical system (2). It was131

reported with the numerical shooting method in [12] that the domain wall solutions132

with the symmetry u2(x) = u1(−x) satisfy u2(0) = u1(0) = 1√
1+γ for any γ > 1.133

It remains open in the variational theory to prove this result.134

Remark 1.2. We do not know if the minimizer found in Theorem 2.1 is unique.135

However, in Section 5, see Proposition 5.1, we prove that under some general136

hypotheses the set of all energy-minimizing domain walls is discrete.137

The existence of heteroclinics connecting the wells of a bistable potential W138

have been proven by many authors. Sternberg [18] gave an existence proof by139

characterizing the heteroclinics as geodesics in a degenerate metric, a point of140

view which we adopt in proving Theorem 1.1. Connecting orbits for symmetric141

potentials were found in the case of multiple-well potentials by Bronsard, Gui,142

and Schatzman [5] and Alama, Bronsard, and Gui [1]. A more general existence143

theorem, in the absence of symmetry hypotheses, was found by Alikakos and Fusco144

[2], by employing constraints. For the stability (linear and nonlinear) we require the145

stronger convergence in the distance ρA of unconstrained minimizing sequences,146

and thus our result is an improvement on previous work for the two-well case.147

The existence of domain wall solutions having been established, we turn to the148

questions of linear and nonlinear stability, with respect to the Hamiltonian flow,149

i∂tψ1 = −∂2
xψ1 + ∂1 F(|ψ1|2, |ψ2|2)ψ1,150

i∂tψ2 = −∂2
xψ2 + ∂2 F(|ψ1|2, |ψ2|2)ψ2. (13)151

Linear and nonlinear stability of the domain wall solutions U will also be proven152

under rather general hypotheses, nevertheless slightly more restrictive than were153

necessary for their existence. The first step is to consider the linearization about154

U , D2 E(U ), which is defined in H1
0 (R; C

2). Let us consider any admissible � =155

�R + i�I and let us express�R = (ϕ1,R, ϕ2,R) and�I = (ϕ1,I , ϕ2,I ) in their real156

and imaginary parts. We associate to the quadratic form D2 E(U ) two self-adjoint157

linearizations, which decompose the second variation as158

D2 E(U )� = L+�R + i L−�I ,159

with self-adjoint operators160

L+�R = −�′′
R + 1

2
D2W (U )�R, L−�I = −�′′

I + DF(u2
1, u2

2) : �I ,161

where we denote v : w = (v1w1, v2w2) for v,w ∈ R
2. In Section 3, see Theo-162

rem 3.1, we prove that both L± are positive semi-definite. In addition, L+ has a zero163
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eigenvalue, corresponding to the eigenfunction U ′(x), but the essential spectrum164

is bounded away from zero.165

An important issue is the simplicity of the zero eigenvalue of L+, which is166

sensitive to the form of the potential W . Indeed, if we choose g12 = 0 in (8), the167

equations decouple and the zero eigenvalue of L+ will have multiplicity two. As168

part of Theorem 3.1, we give a sufficient condition on W (�) = F(|ψ1|2, |ψ2|2)169

for which zero is a simple eigenvalue,170

(W5) ∂1∂2 F(ξ1, ξ2) � 0 for all ξ = (ξ1, ξ2) ∈ R
2+,171

a condition which is satisfied by the examples (2), (8), and (11) given above. For172

such W , we may also conclude the strict monotonicity of the profiles U (x) =173

(u1(x), u2(x)). From this spectral analysis we also obtain a spectral stability result174

in the spirit of the work of Di Menza and Gallo [8] on the black soliton for the175

NLS equation.176

Theorem 1.2. If U ∈ X is a minimizer of E, then the associated spectral problem177

L+�R = −λ�I , L−�I = λ�R (14)178

has no eigenvalues λ with Re(λ) �= 0.179

We note that Theorem 1.2 holds even if zero is a multiple (semi-simple) eigen-180

value of L+. In that case, it is unnatural to claim that the system is spectrally stable,181

as the presence of a null vector which is not accounted for by symmetries (trans-182

lation invariance, in our case) usually signals a bifurcation of stationary solutions.183

In this case, perturbations from the domain wall may grow algebraically in time184

and no linear or nonlinear stability of the solutions may be established. Therefore,185

to establish stability of domain wall solutions we restrict our attention to the case186

where zero is a simple eigenvalue of L+, which is ensured by the hypothesis (W5).187

Nonlinear stability of non-degenerate domain wall solutions can be thought to be188

a natural consequence of the minimizing character of these solutions in the energy189

functional E . We note, however, that the fact that domain walls have nontrivial190

boundary conditions at infinity presents additional challenges, as the dynamics191

in this situation is not ruled by scattering. While we have the existence of the192

domain wall solutions, there is no uniqueness result, and no explicit formula for the193

solutions. The combination of these two features makes the problem quite subtle.194

Having that in mind, define the energy space,195

D := {� ∈ H1
loc(R; C

2) : E(�) < ∞}. (15)196

From [19], we have the following global well-posedness result in the energy spaceD.197

Theorem 1.3. (Zhidkov) Let �0(x) ∈ D ∩ L∞(R). There exists a unique global198

in time solution �(x, t) to the system (13) with initial data �(x, 0) = �0(x).199

Moreover, the map t → �(·, t) is continuous with respect to ρA and energy is200

preserved along the flow, that is E(�(·, t)) = E(�0) for all t.201

We may now state our result on the orbital stability of the domain wall solu-202

tions. Again, the result is the same for any Gross–Pitaevskii system, as long as the203

associated potential W satisfies (W1)–(W4).204
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Theorem 1.4. Assume (W1)–(W4), let U be a minimizer of E in X, for which zero is205

a simple eigenvalue of L+. Let�0 ∈ D∩ L∞ and let ε > 0. Then, for every A > 0,206

there exist a positive number δ = δ(A) > 0 and real functions α(t), θ1(t), θ2(t)207

such that if208

ρA(�0,U ) � δ, (16)209

then210

sup
t∈R

ρA

(
�(·, t),

[
exp[iθ1(t)]u1(· + α(t)
exp[iθ2(t)]u2(· + α(t)

])
� ε. (17)211

The proof of Theorem 1.4 makes use of the variational structure of the equation212

and the concentration-compactness argument employed in proving Theorem 1.1.213

In this way it recalls the classical work of Cazenave–Lions [6] and Grillakis–214

Shatah–Strauss [10]. In our case, however, the control of the phase is a very215

delicate matter and falls outside the Grillakis–Shatah–Strauss formalism. In [3],216

orbital stability of the black soliton for the Gross–Pitaevskii equation was obtained217

facing similar problems as ours. The black soliton is a constrained minimizer among218

functions with fixed ‘untwisted momentum’ equal to π/2 and important part of the219

analysis goes into defining this notion rigorously. We do not deal with such an issue,220

however, a key point needed in the analysis in [3] is that travelling waves with speed221

c (including the case c = 0 corresponding to the black soliton) are known explicitly222

and are unique. This complete characterization is not available to us. Nevertheless,223

we are able to circumvent this by making use of the asymptotic behavior of the224

domain wall solutions at ±∞ and the fact that heteroclinic minimizers are isolated225

(as in Proposition 5.1 below).226

Note also that a stronger version of stability, namely asymptotic stability, is227

expected to hold for the domain wall solutions and we hope to tackle this problem228

in a future project.229

Even though variational techniques do not give much information about θ1(t),230

θ2(t) and α(t), a direct application of the same reasoning behind Theorem 1.3 in231

[3] to our setting allows us to obtain a weak form of a slow motion law for the232

center α(t) of the domain wall, at least for the family of solutions of the general233

Gross–Pitaevskii system (13).234

Theorem 1.5. Let U (x) ∈ X be an energy minimizing domain wall solution of235

(8) with asymptotic conditions (9). Let α(t), θ1(t), θ2(t) be functions satisfying the236

conclusion of Theorem 1.4. Then, there exists a constant C = C(A) such that for237

all t ∈ R :238

|α(t)| � Cεmax{1, |t |},239

provided ε is sufficiently small.240

Finally, in Section 6, we study the influence of a small localized potential on241

the domain walls. For simplicity we treat perturbations of the model system (2),242

but the same procedure may be adapted to the more general cases. Consider243

i∂tψ1 = −∂2
xψ1 + εV (x)ψ1 + (|ψ1|2 + γ |ψ2|2)ψ1,

i∂tψ2 = −∂2
xψ2 + εV (x)ψ2 + (γ |ψ1|2 + |ψ2|2)ψ2,

}
(18)244
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where ε > 0 is a small parameter and V : R → R is a given potential. Stationary245

solutions of the form ψ1 = e−i t u1, ψ2 = e−i t u2 with real-valued envelopes u1, u2246

satisfy the system of differential equations247

−u′′
1(x)+

(
εV (x)+ u2

1 + γ u2
2 − 1

)
u1 = 0,

−u′′
2(x)+

(
εV (x)+ γ u2

1 + u2
2 − 1

)
u2 = 0,

⎫⎪⎬
⎪⎭ x ∈ R. (19)248

For ε = 0, the existence of the domain wall solutions of the system (19)249

with the boundary conditions (3) and (4) is given by Theorem 2.1. By using the250

method of Lyapunov–Schmidt reductions, similarly to the work of Pelinovsky251

and Kevrekidis [17] on black solitons for the Gross–Pitaevskii equation with a252

small localized potential, we show persistence of the domain wall solutions for253

small values of ε.254

Theorem 1.6. Let U0 = (u1, u2) be a heteroclinic solution of the system (2) with255

γ > 1 in function space X satisfying the symmetry reduction u2(x) = u1(−x) for256

all x ∈ R. For a given V ∈ C2(R) ∩ L2(R), assume that there exists x0 ∈ R such257

that258 ∫
R

V ′(x + x0)(u
2
1 + u2

2 − 1) dx = 0, (20)259

and260 ∫
R

V ′′(x + x0)(u
2
1 + u2

2 − 1) dx �= 0. (21)261

Then, there exists ε0 > 0 such that for all ε ∈ (−ε0, ε0), the system of differential262

equations (19) admits a unique branch of the heteroclinic solutions U = (u1, u2)263

in function space X. Moreover, U is C∞ in ε and there is C > 0 such that264

sup
x∈R

|U (x)− U0(x − x0)| � C |ε|, ε ∈ (−ε0, ε0). (22)265

Remark 1.3. In the particular case of even V , the first condition (20) is satisfied266

for x0 = 0 because u2
1 + u2

2 − 1 is even and V ′ is odd. In this case, solutions of267

system (19) for small ε ∈ (−ε0, ε0) satisfies the symmetry reduction268

u2(x) = u1(−x) for all x ∈ R,269

hence the bifurcation equation of the Lyapunov–Schmidt reduction [see Equa-270

tion (61) below] is satisfied identically for s = x0 = 0. As a result, the second271

condition (21) can be dropped and it is sufficient to require V ∈ C1(R)∩ L2(R) in272

the statement of Theorem 1.6.273

Note that the effective potential, which produces the conditions (20) and (21)274

was introduced in equation (48) of Ref. [9] from physical arguments.275

Once a unique branch of domain wall solutions is shown to exist for small276

enough ε,we turn to the stability conditions for the persistent domain wall solutions277

in the small localized potential.278
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Theorem 1.7. Assume conditions of Theorem 1.6 and that V ∈ L1(R). The domain279

wall solutions of Theorem 1.6 are spectrally stable if σ > 0 and unstable if σ < 0,280

where281

σ := 1

2

∫
R

V ′′(x + x0)(u
2
1 + u2

2 − 1) dx �= 0.282

Note that if u2
1 + u2

2 − 1 � 0 for all x ∈ R and V is slowly varying on the283

scale of the domain wall solution U = (u1, u2), then σ > 0 if x0 is the point of284

maximum of V with V ′′(x0) < 0. This corresponds to the prediction of Ref. [9]285

based on physical arguments that the stable pinning of the domain walls happens286

at the potential maxima (rather than minima).287

Let us give an example of the domain wall solution (5) for γ = 3 and the288

explicit potential V (x) = a sech2(bx) with a ∈ R and b > 0. In this case, the289

condition (20) is satisfied for x0 = 0 and the stability condition σ > 0 is satisfied290

if a > 0, that is, when V is a single-humped potential. The instability condition291

σ < 0 is satisfied if a < 0, that is, when V is a single-well potential. Although the292

actual value of σ depends on b, the sign of σ does not.293

The paper is organized as follows. The existence of domain wall solutions is294

proved in Section 2 as a consequence of a more general existence theorem based on295

variational methods characterizing heteroclinics as geodesics in a degenerate met-296

ric. Section 3 is devoted to the study of the second variation of the energy functional297

E at the domain wall solutions. Spectral stability follows from the properties of the298

second variation and is established in Section 4. The proof of nonlinear stability299

of the domain wall solutions is developed in Section 5. Finally, Section 6 gives300

results on persistence and stability of the domain wall solutions in small localized301

potentials by Lyapunov–Schmidt reduction analysis.302

2. Existence of Heteroclinics303

In this section, the construction of the domain walls is achieved by construct-304

ing minimizers of an energy functional defined on a weak space that imposes the305

desired conditions at infinity and satisfies certain symmetry conditions. The weak306

convergence is improved by looking at the second variation, which in particular307

implies exponential decay at infinity of |U |2 − 1, as well as the rest of the proper-308

ties in Theorem 2.1 below. Exponential decay is needed later to show slow motion309

of the center of mass of perturbations of the domain walls and to analyze stability310

in the presence of a small potential. We denote the energy density311

e(�) := 1

2

(
|ψ ′

1|2 + |ψ ′
2|2 + W (ψ1, ψ2)

)
.312

The following theorem includes the results stated in Theorem 1.1:313

Theorem 2.1. Assume W satisfies (W1)–(W4). Define314

m = inf
�∈Y

E(�). (23)315
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Then there exists � = (ψ1, ψ2) ∈ Y which attains the infimum of E in Y, and316

solves the system317

−� ′′(x)+ ∇W (�) = 0, lim
x→∞�(x) = a, lim

x→−∞�(x) = b (24)318

Moreover,319

(a) For any minimizing sequence �n ∈ Y, E(�n) → m, there exists a mini-320

mizer � ∈ Y, a sequence τn ∈ R, and a subsequence for which ρA(�nk (· +321

τnk ),�(·)) → 0 holds for all constants A > 0.322

(b) Every minimizer has the form ψ1 = eiβ1 u1, ψ2 = eiβ2 u2, for real-valued323

(u1, u2) ∈ X and β1, β2 ∈ R constants.324

(c) All minimizers satisfy u1(x), u2(x) � 0.325

(d) For W which obey the symmetry W (ψ2, ψ1) = W (ψ1, ψ2), there exists a326

minimizer U which is symmetric, u2(x) = u1(−x) for all x ∈ R.327

(e) All minimizers exhibit exponential convergence of |U (x)− a| as x → ∞ and328

|U (x) − b| as x → −∞. For the system (2), there exist constants C1,C2, R329

such that u1(x) � C1e
√
γ−1x for x < −R and 1 − u1(x) � C2e−√

2x for330

x > R, and similarly for u2(x).331

We note that the potential in the model case (7) satisfies the symmetry condi-332

tion in (d), and hence there is a symmetric minimizing domain wall solution for333

system (2).334

We begin by establishing some basic energy estimates.335

Lemma 2.2. Assume W satisfies (W1)–(W4), and belongs to the energy space D.336

Then limx→±∞ W (�(x)) = 0.337

Proof. For � = (ψ1, ψ2) ∈ C
2, denote338

|dist|(�, a) := dist ((|ψ1|, |ψ2|), a) .339

Since a,b are nondegenerate global minimizers of W , there exist constants C, δ > 0340

such that for any � ∈ C
2 with |dist|(�, a) � δ, we have341

C−1
√

W (�) � |dist|(�, a) � C
√

W (�), (25)342

and the same estimate holding for b replacing a.343

Suppose W (�(x)) �→ 0 as x → ±∞. Then there exists ε0 > 0 and a sequence344

xn → ∞ (or xn → −∞) for which W (�(xn)) � ε0 for all n. By (25), we may345

conclude that346

min
{|dist| (�(xn), a) , |dist| (�(xn),b)

}
� C−1√ε0 := δ0.347

On the other hand, since
∫ ∞
−∞ W (�(x)) dx < ∞, there also must exist sequences348

along which W (�(x)) → 0. For each n, let tn be the smallest value of t > xn for349

which350

either |dist(�(tn), a) = 1

2
δ0, or |dist(�(tn),b) = 1

2
δ0, ∀n ∈ N351
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One of the two must occur infinitely often; suppose a subsequence may be chosen352

with |dist|(�(tn), a) = 1
2δ0. By extracting further subsequences if necessary, we353

may assume that the two sequences {xn} and {tn} interlace:354

xn < tn < xn+1, ∀n ∈ N.355

Next we observe (as in [18]),356 ∫ z

y
e(�) dx �

∫ z

y

√
W (�(x))|� ′(x)| dx =

∫
σ

√
W ds, (26)357

where σ is the path in R
2 parametrized by �(x), x ∈ (y, z), and s is arclength.358

If we denote by σn the path traced by �(x) for x ∈ (tn, xn), we observe that the359

(Euclidean) arclength of σn is at least δ0/2. Therefore, using (25) and (26), we may360

conclude that361 ∫ xn

tn
e(�) dx �

∫
σn

√
W ds �

∫
σn

C−1|dist|(�(x), a) ds � δ2
0

2C
,362

which gives a constant contribution to the total energy for each n ∈ N. Since363

the intervals [tn, xn] are mutually disjoint, we conclude that E(�) diverges, a364

contradiction. ��365

We note that the condition (W3) may be weakened, as long as the value of W366

controls the distance to the minima, so as to replace the condition (25). For instance,367

this would still be the case if at each of the minima a,b, W vanishes to finite order.368

The following useful lemma comes from [1].369

Lemma 2.3. Let U (x) = (u(x), v(x)) ∈ H1
loc([L1, L2]; R

2),with |U (L1)−b| < δ370

and |U (L2)−a| < δ,where δ > 0 is as in (25). Then, there exists a constant C1 > 0371

such that372 ∫
[L1,L2]

e(U (x)) dx � m − C1

[
|U (L1)− b|2 + |U (L2)− a|2

]
.373

We may now begin the proof of the existence theorem.374

Proof of Theorem 2.1. Let �n = (ψ1,n, ψ2,n) ∈ Y be a minimizing sequence,375

E(�n) → m. Let τn be the smallest value for which |ψ1,n(τn)| = |ψ2,n(τn)|. We376

define �̃n(x) := �n(x + τn), and note that with this definition �̃n = (ψ̃1,n, ψ̃2,n)377

is a minimizing sequence for E in Y with normalization378

|ψ̃1,n(0)| = |ψ̃2,n(0)|. (27)379

By the boundedness of the energy, we may conclude that‖�̃ ′
n‖L2(R) is uniformly380

bounded. Hypothesis (W4) may be integrated to obtain the estimate381

W (�) � 1

2
c0|�|2 − c1,382

for a constant c1, which holds for all� ∈ C
2. As a consequence, for every fixed R >383

0, ‖�̃n‖H1(−R,R) is likewise uniformly bounded in n. For each R, we may extract384
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a subsequence �̃n j → � = (ψ1, ψ2) converging pointwise almost everywhere385

on R, uniformly on [−R, R], and weakly in H1([−R, R]). Exhausting R by a386

sequence of bounded intervals, and applying a diagonal argument, we obtain a387

further subsequence (which we continue to denote �̃n j ) for which �̃ ′
n j
⇀ � ′ in388

L2(R) and �̃n j → � uniformly on every compact set, with � ∈ H1
loc(R; C

2). By389

weak lower semicontinuity of the norm and Fatou’s lemma, we have390

E(�) � lim inf
j→∞ E(�̃n j ) = m.391

For the existence statement, it remains to show that � ∈ Y , and hence � is392

the desired minimizer. Denote by Un j (x) = (|ψ1,n j (x)|, |ψ2,n j (x)|) and U (x) =393

(|ψ1(x)|, |ψ2(x)|) ∈ X . We note that E(U ) � E(�) = m, with Un j → U394

uniformly on compact sets and weakly in H1
loc.395

By Lemma 2.2, limx→±∞ W (�(x)) = 0. Assume, for a contradiction, that396

|�(x)| → b as x → ∞. For any ε > 0 (to be chosen later,) there exists L1 > 0397

with
∣∣U (L1)−b

∣∣ < ε. Since Un j → U locally uniformly, there exists j sufficiently398

large that |Un j (L1)− b| < 2ε. In addition, Un j ∈ X , and so there exists L2 > L1399

such that |Un j (L2)− a| � ε. Applying Lemma 2.3,400 ∫ L2

L1

e(Un j ) dx � m − C1

[
|Un j (L1)− b|2 + |Un j (L2)− a|2

]
401

� m − 5C1ε
2. (28)402

403

On the other hand, for each j , Un j → b as x → −∞, and Un j have been404

normalized so that Un j (0) ∈ � := {u ∈ R
2+ : u1 = u2}. Fix δ > 0 such that405

dist (a,�), dist (b,�) > 2δ, and let x j < 0 be the largest negative value for which406

|Un j (x j )− b| = δ. By hypothesis (W2), there exists w0 > 0 with
√

W (U ) � w0407

for all U ∈ R
2+ with dist (a,U ), dist (b,U ) � 2δ. Let D = dist (�, Bδ(b)). Then408

for any j we have:409 ∫ 0

x j

e(Un j ) dx �
∫ 0

x j

√
W (Un j (x)) |U ′

n j
| dx =

∫
{Un j (x): x j �x�0}

√
W ds � w0 D.410

Together with the lower bound (28), we then have for all sufficiently large j :411 [∫ 0

x j

+
∫ L2

L1

]
e(Un j ) dx � m + w0 D − 5C1ε

2.412

Taking ε > 0 small enough that ε2 < w0 D
10C1

we arrive at the contradiction E(�n j ) �413

E(Un j ) � m + 1
2w0 D, for all sufficiently large j , which contradicts the definition414

of �n as a minimizing sequence for E . In conclusion, U → a as x → +∞. A415

similar argument shows that U → b as x → −∞, and hence U ∈ X and gives416

the desired real-valued heteroclinic. This completes the proof of the existence of417

heteroclinic solutions to (24).418

We now prove the properties (a)–(e) stated in Theorem 2.1. To prove (b), let419

� ∈ Y be any minimizer, and U (x) = (|ψ1(x)|, |ψ2(x)|) ∈ X , which is also a420
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minimizer of E . Then, E(U ) � E(�) with equality if and only if ψ1 = eiβ1 u1421

and ψ2 = eiβ2 u2, with constant β1, β2. Indeed, W (�) = W (|ψ1|, |ψ2|) holds for422

any complex number �. The inequality |(|ψ j |)′(x)| � |ψ ′
j (x)| holds for almost423

every x , with equality if and only if ψ j (x) = eiβ j |ψ j (x)| with constant β j . Thus,424

all minimizing solutions must have the form specified in (b).425

To prove (c), first note that by the argument of the preceding paragraph, if426

Ũ (x) = (|u1(x)|, |u2(x)|) ∈ X , then E(Ũ ) � E(U ), with equality if and only if427

u j (x) = |u j (x)|, and hence all minimizers have nonnegative components.428

We now consider property (d), the symmetry of minimizers, in the special case429

of symmetric W , W (ψ2, ψ1) = W (ψ1, ψ2). Let U (x) = (|ψ1(x)|, |ψ2(x)|) ∈ X ,430

as above. We note that by the choice of τn above, U = (u1, u2) must satisfy431

u1(0) = u2(0). In the case432 ∫ ∞

0
e(U ) dx �

∫ 0

−∞
e(U ) dx, (29)433

we define a new configuration Û (x) by434

Û (x) =
{
(u1(x), u2(x)), if x � 0,

(u2(−x), u1(−x)), if x < 0.
435

Then Û ∈ X , and E(Û ) � E(U ) = m, so Û is also a minimizer of E in X ⊂ Y ,436

with the desired symmetry. In case the opposite inequality holds in (29), we keep437

the values of u1, u2 for x < 0, and perform the reflection to x > 0 to reduce the438

energy. In either case, we obtain the existence of a minimizer with symmetry as439

given by (d).440

To prove (e) on the exponential decay of the solution as x → ±∞, we recall the441

Stable and Unstable Manifold Theorem for differential equations (see, for example,442

[16]). Both a and b are equilibrium states of the system of differential equations443

(2), which correspond to the non-degenerate minima of W . Consequently, they444

define saddle points of the dynamical system defined by the system of ODEs,445

and the linearization at the saddle points possesses two pairs of (non-vanishing)446

real eigenvalues. By the Unstable Manifold Theorem, the nonlinear dynamical447

system (2) has a two-dimensional unstable manifold Wu(a) that is tangent to the448

manifold Eu(a) at (u1, u2) = a. Since the minimizer must belong to the unstable449

manifold because of the boundary condition (3), we conclude that the solution450

decays exponentially to a.451

For the specific equation (2), the linearized dynamical system has the two-452

dimensional unstable manifold at the point a in the explicit form453

Eu(a) :=
{

u′
1 = √

γ − 1u1, u′
2 = √

2(u2 − 1), (u1, u2) ∈ R
2
}
. (30)454

Thanks to (c), the minimizer satisfies u1 > 0 and u2 < 1 in the parametrization of455

Eu(a) in (30). Thanks to (d), the result also extends to the other infinity, where the456

minimizer decays exponentially to b.457

Finally, we turn to the convergence (a) of complex-valued minimizing sequences458

in the distance functions ρA. Let �n = (ψn,1, ψn,2) be a minimizing sequence for459
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E in Y . By the first step in the existence proof, we may find translations τn such that460

�̃n(x) = �n(x + τn) is normalized with center at the origin, (27). For simplicity,461

we assume that the original minimizing sequence �n satisfies (27). Denote by462

Un = (|ψn,1|, |ψn,2|) ∈ X , which we have already noted is also a minimizing463

sequence, with m � E(Un) � E(�n) → m. By previous arguments, there exists464

a minimizer U ∈ X , E(U ) = m, and a subsequence (which we will continue to465

denote Un) for which Un → U pointwise almost everywhere on R, uniformly on466

compact intervals, and weakly in H1
loc.467

Step 1: Un → U in L∞(R).468

Suppose not: then there exists ε0 > 0 and a sequence of points xn → ∞ (or469

xn → −∞) such that470

|Un(xn)− U (xn)| � ε0471

for all n. Furthermore, U (xn) → a as n → ∞, so there exists N1 ∈ N so that472

|U (xn)− a| � ε0
10 for all n � N1. Hence,473

|Un(xn)− a| � 9ε0

10
474

holds for all n � N1.475

On the other hand, each Un(y) → a as y → ∞, so we may choose yn to be476

the smallest y > xn for which |U (yn)− a| = ε0
10 . We thus have477

|Un(yn)− Un(xn)| � 4ε0

5
(31)478

for all n � N1. By the estimate (25),479

√
W (Un(x)) � C−1|Un(x)− a| � C−1 ε0

10
,480

for xn � x � yn and n � N1. Applying (26), we have481 ∫ yn

xn

e(Un) dx �
∫
σn

√
W ds � C−1 ε0

10

4ε0

5
:= ε1,482

where σn = {Un(x) : xn � x � yn} is a path in R
2 with (Euclidean) arclength at483

least 4ε0
5 [by (31)].484

Now choose R > 0 such that
∫ R
−R e(U ) dx � m − ε1

10 . By weak lower semi-485

continuity, there exists N2 � N1 such that for all n � N2,486

∫ R

−R
e(Un) dx �

∫ R

−R
e(U ) dx − ε1

10
� m − ε1

5
. (32)487

Therefore, for n � N2 we have488

E(Un) =
∫

R

e(Un) dx �
[∫ R

−R
+

∫ yn

xn

]
e(Un) dx � m + 4ε1

5
,489
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which contradicts the fact that Un is a minimizing sequence for E . Thus, Step 1 is490

verified.491

Step 2:
∫
R

W (Un) dx → ∫
R

W (U ) dx .492

Suppose not. By Fatou’s lemma we have
∫
R

W (U ) dx � lim inf
∫
R

W (Un) dx ,493

and so we may assume that there exists ε1 > 0 and a subsequence (still labelled494

Un) for which495 ∫
R

W (Un) dx −
∫

R

W (U ) dx � ε1496

for all n. Let R be chosen so that497 ∫ R

−R
e(U ) dx � m − ε1

10
.498

By uniform convergence and the arguments of Step 1, there exists N2 ∈ N for499

which both (32) holds and500 ∫ R

−R
W (Un) dx �

∫ R

−R
W (U ) dx + ε1

5
�

∫
R

W (U ) dx + ε1

5
,501

for all n � N2. By the definition of ε1, it follows that either502

∫ ∞

R
W (Un) dx � 2ε1

5
, or

∫ −R

−∞
W (Un) dx � 2ε1

5
.503

Assume it is the former which holds. But then we have the contradiction,504

E(Un) =
∫

R

e(Un) dx �
∫ R

−R
e(Un) dx +

∫ ∞

R
W (Un) dx � m + ε1

5
,505

for all n � N2. Thus Step 2 must hold.506

As a corollary to Step 2 we have:507

Step 3: ‖� ′
n‖2

L2(R)
→ ‖� ′‖2

L2(R)
.508

Indeed, as
∫
R

W (�n) dx = ∫
R

W (Un) dx → ∫
R

W (U ) dx = ∫
R

W (�) dx ,509

and E(�n) → E(�), it follows that510 ∫
R

|� ′
n|2 dx →

∫
R

|� ′|2 dx .511

By a familiar argument we may conclude that512

‖� ′
n −� ′‖L2(R) → 0.513

Step 4: Un → U in L2(R).514

We first claim that for any ε > 0, there exists R0 > 0 so that515 ∫
{|x |�R0}

W (Un) dx < ε (33)516
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for every sufficiently large n ∈ N. Indeed, if we assume the contrary, then there517

exists a subsequence of n → ∞, ε0 > 0 and Rn → ∞ such that518 ∫
{|x |�Rn}

W (Un) dx � ε0.519

Fix R0 > 0 with the property that520 ∫ R0

−R0

W (U ) dx �
∫

R

W (U ) dx − ε0

4
.521

By the uniform convergence Un → U on compact intervals, there exists N2 ∈ N522

so that when n � N2,523 ∫ R0

−R0

W (Un) dx �
∫

R

W (U ) dx − ε0

2
.524

It follows that525 ∫
R

W (Un) dx �
[∫ R0

−R0

+
∫

{|x |�Rn}

]
W (Un) dx �

∫
R

W (U ) dx + ε0

2
.526

However, this contradicts Step 2, and thus the claim must be true.527

To prove Step 4, we let ε > 0 be arbitrary, and recall the definition of δ528

from (25). We choose R > 0 to satisfy the following three conditions: (33),529 ∫
{|x |�R} W (U ) dx < ε, and that both of |Un(x) − a|, |U (x) − a| < δ for all530

x � R and for all n. The first condition follows from the claim, the second from531

the finiteness of the integral
∫
R

W (U ) dx , and the third from Step 1. Applying (25),532

for all x ∈ R we have:533

|Un(x)− U (x)|2 � (|Un(x)− a| + |U (x)− a|)2 � C2
(√

W (Un)+ √
W (U )

)2
534

� 2C2 (W (Un)+ W (U )) .535
536

Therefore we have537 ∫ ∞

R
|Un(x)− U (x)|2 dx � 2C2

∫ ∞

R
(W (Un)+ W (U ) dx) � 4C2ε.538

A similar calculation produces the same estimate over the interval (−∞, R), and539

the convergence in L2([−R, R]) follows from uniform convergence on compact540

sets. Thus Step 4 is proven.541

Putting together the uniform convergence on compact sets [−A, A] and Steps 3542

and 4, we obtain the conclusion (e), ρA(�n, �) → 0 for any fixed A > 0. ��543

The real-valued energy minimizing domain wallsU (x) solve the Euler–Lagrange544

equations,545

−U ′′(x)+ ∇W (U ) = 0. (34)546

Under the hypothesis (W4), all solutions (and not just energy minimizers) of this547

system are in fact a priori bounded in supremum norm:548
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Theorem 2.4. There exists a constant K > 0, depending only on W, such that any549

domain wall solution U ∈ X of (34) satisfies550

‖U‖L∞(R) � K . (35)551

For the system (8), the following pointwise estimate holds:552

u1(x)2

a2 + u2(x)2

b2 � 1.553

Of course, by part (b) of Theorem 2.1, the same statement may be made for any554

complex-valued solution � ∈ Y .555

Proof. From hypothesis (W4), we may easily obtain the global bound,556

∇W (U ) · U � c0|U |2 − c1, (36)557

valid for all U ∈ R
2. Define ϕ(x) := u1(x)2 + u2(x)2 − K , for constant K >558

max{(c1/c0), a2, b2}. We calculate559

1

2
ϕ′′(x) = [u′

1]2 + [u′
2]2 + ∇W (U ) · U560

� c0

(
|U |2 − c1

c0

)
561

� c0ϕ.562
563

Since (by the choice of K ,) lim|x |→∞ ϕ(x) < 0, the positive part ϕ+(x) =564

max{ϕ(x), 0} has compact support in R. Multiplying the equation for ϕ by ϕ+565

and integrating, we have:566 ∫
R

[
1

2
(ϕ′+)2 + c0ϕ

2+
]

dx = 0,567

and hence ϕ(x) � 0 on R. This proves (35).568

To prove the more precise bound for solutions of (8), let ϕ(x) := √
g11u2

1(x)+569 √
g22u2

2(x)− μ. Then, ϕ satisfies the equation570

−1

2
ϕ′′ + (g11u2

1 + g22u2
2)ϕ = −√

g11[u′
1]2 − √

g22[u′
2]2

571

−(g12 − √
g11g22)

√
g11g22u2

1u2
2572

� 0573

Again, multiplying by ϕ+(x) = max{ϕ(x), 0} and integrating over R, we obtain:574 ∫
R

[
1

2
(ϕ′+)2 + (g11u2

1 + g22u2
2)ϕ

2+
]

� 0,575

so we conclude that ϕ(x) � 0 on R. Recalling the definitions of a, b, we have576

0 � ϕ(x) = μ(
u2

1
a2 + u2

2
b2 − 1), and the desired bound follows. ��577
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3. Second Variation and Monotonicity578

Looking at the second variation allows us to derive asymptotic properties of the579

domain walls obtained so far. In the end these properties will imply the minimizing580

character of these heteroclinics in a space with a stronger topology. Let U (x) =581

(u1(x), u2(x)) ∈ X be an energy minimizing heteroclinic solution obtained in582

Theorem 2.1. For real-valued U , the second variation of energy, D2 E(U ) may be583

expressed using the definition W (�) = F(|ψ1|2, |ψ2|2) in the following form,584

D2 E(U )[�] := d2

dε2

∣∣∣∣
ε=0

E(U + ε�)585

=
∫ ∞

−∞
{|�′|2 + ∂1 F(u2

1, u2
2)|ϕ1|2 + ∂2 F(u2

1, u2
2)|ϕ2|2586

+2
[
∂2

1 F(u2
1, u2

2)(u1, ϕ1)
2

587

+2∂1∂2 F(u2
1, u2

2)(u1, ϕ1)(u2, ϕ2)+ ∂2
2 F(u2

1, u2
2)(u2, ϕ2)

2]} dx,588

where � = (ϕ1, ϕ2) ∈ H1
0 (R; C

2) and the inner product of complex numbers589

(z, w) := Re (z̄w). Having chosen U = (u1, u2) ∈ X , from Theorem 2.1 we may590

conclude that D2 E(U ) is well-defined for � ∈ C∞
0 (R; C

2), and in fact we may591

extend its domain to include any � ∈ H1(R; C
2).592

Let U = (u1, u2) be a real-valued minimizer of E in the class X. Writing593

� = �R + i�I , with �R = (ϕ1,R, ϕ2,R), �I = (ϕ1,I , ϕ2,I ) in its real and594

imaginary parts, we associate to the quadratic form D2 E(U ) the two self-adjoint595

linearizations L+ and L− so that596

D2 E(U )[�] = 〈�R, L+�R〉 + 〈�I , L−�I 〉. (37)597

With this decomposition, we obtain formulae for L±. First, the real part is given in598

terms of the usual real-valued linearization of the Euler–Lagrange equations,599

L+�R =
[−∂2

x + ∂1 F(u2
1, u2

2)+ 2∂2
1 F(u2

1, u2
2)u

2
1 2∂1∂2 F(u2

1, u2
2)u1u2

2∂1∂2 F(u2
1, u2

2)u1u2 −∂2
x + ∂2 F(u2

1, u2
2)+ 2∂2

2 F(u2
1, u2

2)u
2
2

]
�R600

= −∂2
x�R + 1

2
D2W (U )�R . (38)601

602

The imaginary part is a diagonal operator:603

L−�I =
[−∂2

x + ∂1 F(u2
1, u2

2) 0
0 −∂2

x + ∂2 F(u2
1, u2

2)

]
�I604

= −∂2
x�I + DF(u2

1, u2
2) : �I . (39)605

606

Properties of the second variation are characterized in the following theorem.607

They record useful information that will allow us to derive spectral stability of the608

linearized operator about U.609

Theorem 3.1. Assume (W1)–(W4), and let U = (u1, u2) by any energy minimizing610

solution of (24) in X.611
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(i) The quadratic form D2 E(U ) is positive semi-definite on H1
0 (R; C

2), and each612

operator L± is also positive semi-definite on H1
0 (R; R

2).613

(ii) Zero is an eigenvalue of L+, with associated eigenfunction U ′(x).614

(iii) σess(L−) = [0,∞), and there exists �0 > 0 with σess(L+) = [�0,∞).615

If in addition we assume,616

∂1∂2 F(ξ) � 0 for all ξ ∈ R
2+, (W5)617

618

we have:619

(iv) u′
1(x) > 0 and u′

2(x) < 0 for all x ∈ R.620

(v) Zero is a simple eigenvalue of L+.621

An easy calculation shows that we obtain the full results of the theorem in the622

special cases given in the Sect. 1:623

Corollary 3.2. All conclusions (i)–(v) are valid for solutions U (x) ∈ X of (8) and624

of (11).625

Proof of Theorem 3.1. By the first part of the proof of Theorem 2.1, U ∈ X ⊂ Y626

also minimizes E over the space Y , and hence for any � ∈ C∞
0 (R; C

2), we must627

have D2 E(U )[�] � 0. By density we may then conclude that the quadratic form628

D2 E(U ) � 0 on H1(R; C
2). By staying restricted to real-valued �, we have629

〈�, L+�〉 � 0 for all � ∈ H1(R; R
2), and thus the self-adjoint operator L+ � 0.630

Similarly, we obtain L− � 0 by considering only variations � = i�I with �I ∈631

H1(R; R
2), and thus (i) is verified.632

By (e) of Theorem 2.1 we may conclude that U ′(x) = (u′
1(x), u′

2(x)) ∈633

H1(R; R
2). Moreover, by direct calculation we see that L+U ′ = 0 holds for x ∈ R.634

Thus, λ = 0 is an eigenvalue of L+, and λ0 := inf σ(L+) = 0, and (ii) is true in635

the general case.636

Statement (iii) now follows from the asymptotic behavior of U at infinity. By637

property (e) of Theorem 2.1, the decay of U to either a or b is exponential. By638

Weyl’s Lemma, see, for example, [11], the essential spectrum of L± coincide with639

the union of the spectra of constant-coefficient operators640

L−+ = −∂2
x + 1

2
D2W (b), L++ = −∂2

x + 1

2
D2W (a)641

642

and643

L−− = −∂2
x + DF(b2) : , L+− = −∂2

x + DF(a2) : ,644
645

where L−± = limx→−∞ L± and L+± = limx→+∞ L±. Since L±± are constant-646

coefficient operators, their spectra are continuous, with lower bound given by the647

smallest eigenvalue of the (constant) potential matrix. For L±+, we recall from (W3)648

that b, a are nondegenerate minima of W , and hence we may choose �0 > 0 to649

be the smallest eigenvalue among those of D2W (b), D2W (a), and conclude that650

σess(L+) = [�0,∞).651
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For L±−, we note that a being a critical point of W , we must have ∂1 F(a2) =652

∂1 F(a2, 0) = 0, and hence σ(L+−) = [0,∞). The same argument applies to L−−,653

and so we may conclude that (iii) holds in the general case.654

Next, assume that ∂1∂2 F(ξ) � 0 for all ξ ∈ R
2+. To prove (iv), we use the655

variational characterization of λ0 = inf‖�‖L2 =1〈�, L+�〉. As λ0 is an eigenvalue,656

the infimum is attained by some � = (ϕ1, ϕ2) ∈ H1(R; R
2). We observe that657

�̃ = (|ϕ1|,−|ϕ2|) ∈ H1(R; R
2), and by (W5), 〈�̃, L+�̃〉 � 〈�, L+�〉, and658

hence for any null vector�, �̃ is also an eigenvector. Note that ϕ̃ j solve equations659

of the form660

ϕ̃′′
1 − c11(x)ϕ̃1 = c12(x)ϕ̃2 � 0, ϕ̃′′

2 − c22(x)ϕ̃2 = c21(x)ϕ̃1 � 0,661

with coefficient matrix [ci j (x)]i, j = + 1
2 D2W (U ) having all positive entries. Thus,662

by the strong maximum principle applied to each equation individually, we may663

conclude that ϕ̃1(x) > 0 and ϕ̃2(x) < 0 for all x ∈ R. As a consequence, �̃ = �,664

and all eigenfunctions corresponding to λ = 0 satisfy665

ϕ1(x) > 0, ϕ2(x) < 0, for all x ∈ R. (40)666

Since U ′ is such an eigenfunction, (iv) must hold.667

The simplicity of the ground-state eigenvalue λ0 = 0 now follows from a668

standard argument. Indeed, assume that dim ker(L+) � 2. Then, there exists an669

eigenfunction � ∈ H1(R; R
2), L+� = 0, which is orthogonal to U ′, 〈U ′,�〉 =670

0. By the above paragraph, � = (ϕ1, ϕ2) must also satisfy (40), whence 0 =671

〈U ′,�〉 = ∫
R
[u′

1ϕ1 + u′
2ϕ2] dx > 0, a contradiction. Thus (v) is proven. ��672

We observe that, at least in the more concrete example (2), the positivity of the673

second variation follows directly from the Euler–Lagrange equations themselves,674

without reference to energy minimization. Indeed, for the operator L+, we write675

ϕ1,R := A1u′
1 and ϕ2,R := A2u′

2 with x-dependent A1,2, where the components676

u1,2 satisfy the differential equations (2). Integrating by parts, we obtain677

〈�R, L+�R〉 =
∫ ∞
−∞

[
(A′

1)
2(u′

1)
2 + (A′

2)
2(u′

2)
2 + A2

1[(3u2
1 + γ u2

2 − 1)(u′
1)

2 − u′
1u′′′

1 ]678

+A2
2[(γ u2

1 + 3u2
2 − 1)(u′

2)
2 − u′

2u′′′
2 ] + 4γ A1 A2u1u2u′

1u′
2

]
dx .679

Substituting derivatives of the system (2), we obtain680

〈�R, L+�R〉 =
∫ ∞

−∞

[
(A′

1)
2(u′

1)
2 + (A′

2)
2(u′

2)
2 − 2γ u1u2u′

1u′
2(A1 − A2)

2
]

dx .681

Since u1,2 > 0, u′
1 > 0, and u′

2 < 0, we confirm that the quadratic form is non-682

negative and touches zero at only one eigenvector that corresponds to x-independent683

A1 and A2 satisfying the constraint A1 = A2.684
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For the operator L−, we writeϕ1,I := B1u1 andϕ2,I := B2u2 with x-dependent685

B1,2. Integrating by parts and using the differential equations (2), we obtain686

〈�I , L−�I 〉 =
∫ ∞

−∞

[
(B ′

1)
2u2

1 + (B ′
2)

2u2
2 + B2

1 [(u2
1 + γ u2

2 − 1)u2
1 − u1u′′

1]687

+B2
2 [(γ u2

1 + u2
2 − 1)u2

2 − u2u′′
2]

]
dx688

=
∫ ∞

−∞

[
(B ′

1)
2u2

1 + (B ′
2)

2u2
2

]
dx .689

These computations shows that the quadratic form is non-negative.690

4. Spectral Stability691

Spectral stability of the domain wall solutions follows from analysis of eigenval-692

ues in the linear eigenvalue problem associated with the perturbation (�R+i�I )ei tλ
693

of the domain wall solutions U . Here U is a real-valued minimizer of E in func-694

tion space X and �R = (ϕ1,R, ϕ2,R), �I = (ϕ1,I , ϕ2,I ) are components of the695

eigenvector in Dom(L±) ⊂ L2(R) that correspond to the eigenvalue λ ∈ C of the696

associated spectral problem.697

Proof of Theorem 1.2. We know from Theorem 3.1 that the spectrum of L+ has698

a zero eigenvalue of finite multiplicity (moreover this zero eigenvalue is simple699

whenever W satisfies (W5)), while the rest of the spectrum is bounded from below700

by a positive number. Considering V := (ker L+)⊥, the orthogonal complement701

of the nullspace of L+ in L2(R), one has that for any nonzero eigenvalue λ of the702

spectral stability problem (14), the component �I must belong to Dom(L−) ∩ V .703

We proceed to show any nonzero eigenvalue λ must be purely imaginary. To704

that end let P denote the orthogonal projection from L2(R) to V . Let λ �= 0. Since705

�I = P�I and λ is an eigenvalue associated to (14), we can decompose �R as706

�R = −λP L−1+ P�I + (1 − P)�R,707

where 1 is the identity operator in L2(R). Furthermore (1− P)�R can be expressed708

uniquely as709

(1 − P)�R =
n∑

i=1

ci fi ,710

for some coefficients ci , where f1, . . . , fn form an orthonormal basis of ker L+.711

The coefficients c1, . . . , cn can be equivalently found from �I as712

ci = 〈 fi , L−�I 〉
λ

.713

The linear eigenvalue problem (14) for λ �= 0 is equivalent to the generalized714

eigenvalue problem715

P L− P�I = −λ2 P L−1+ P�I , (41)716
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As in [8, p.468], the characterization of the eigenvalues of the generalized eigen-717

value problem (41) is given by the Rayleigh quotient:718

−λ2 = inf
�Dom(L−)∩V,��=0

〈L−�,�〉
〈L−1+ �,�〉 . (42)719

By Theorem 3.1, there exists C > 0 such that 〈L−1+ �,�〉 � C‖�‖2 for all720

� ∈ Dom(L−) ∩ V (R), whereas 〈L−�,�〉 � 0. Therefore, −λ2 � 0, hence721

λ ∈ iR. This proves that the domain wall solutions are spectrally stable for any722

choice of parameters gi j , μ in (8), (9). ��723

Remark 4.1. Note that under the assumption that zero is a simple eigenvalue of724

L+ then V takes the simple form725

V := L2
c(R) :=

{
� ∈ L2(R) : 〈U ′,�〉 = 0

}
.726

In this case also, the decomposition of �R is simply given by727

�R = −λP L−1+ P�I + aU ′,728

this time a can be computed from �I as729

a = 〈U ′, L−�I 〉
λ〈U ′,U ′〉 .730

5. Nonlinear Stability731

In this section we prove the orbital stability of the domain walls of (1) found as732

local minimizers of E in Y. We have almost all the elements in place; global well733

posedness, conservation of energy of which the domain walls are minimizers. One734

thing is missing; if we are given a minimizing sequence in Y, we do not know if735

its limit coincides with U. We conjecture that the minimizer U (x) of the energy736

(6) in function space X is unique, up to translation and gauge invariance. For our737

purposes it is enough to show that, should there be several real-valued minimizers738

U of E in X , then each one is isolated in the H1(R; R
2) norm (modulo translation.)739

Proposition 5.1. Let U = (u1, u2) ∈ X be any energy minimizing solution of (2).740

Assume that λ = 0 is an isolated, simple eigenvalue of L+ (defined as in (37).)741

Then there exists η0 > 0 such that if V = (v1, v2) ∈ X is any other solution of742

(2), then either743

inf
τ∈R

‖U (·)− V (· − τ)‖L2 � η0,744

or there exists τ ∈ R such that V (x − τ) = U (x).745

We note that by Theorem 3.1 the hypothesis on the ground state of L+ is satisfied746

for the Gross–Pitaevskii examples (1) or (13).747
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Proof. First, fix a solution U ∈ X of (2). We observe that748 ∫
R

U · U ′(x) dx =
∫

R

1

2

d

dx
|U (x)|2 dx = 0. (43)749

Let V ∈ X be any solution of (2) which is geometrically distinct from U ; that is,750

V (x − τ) �= U (x) holds for every τ ∈ R. We first claim that there exists σ ∈ R751

which attains the minimum value of752

inf
τ∈R

‖U (· − τ)− V (·)‖L2(R) = ‖U (· − σ)− V (·)‖L2(R).753

Indeed, let f (τ ) := ∫
R
(U (x − τ)− V (x))2 dx . Then, f is differentiable on R,754

and limτ→±∞ f (τ ) = +∞. Thus, the minimum value of f is achieved at some755

σ ∈ R. Furthermore, σ is a critical point, and hence756

0 = f ′(σ ) = −2
∫

R

[U (x − σ)− V (x)] · U ′(x − σ) dx757

= 2
∫

R

V (x) · U ′(x − σ) dx,758

759

using (43). Thus, we have the additional orthogonality condition:760 ∫
R

V (x + σ)U ′(x) dx = 0. (44)761

Denote by V σ (x) = V (x +σ), with σ as in (44). Let� = V σ−U ∈ H1(R; R
2) by762

the decay estimate (c) of Theorem 2.1. Note that by (43), (44), we have 〈�,U ′〉L2 =763

0, that is, � ∈ Z := span {U ′}⊥.764

Finally, we prove the proposition by contradiction: suppose Vn is a sequence765

of solutions of (2) with E(Vn) = m, and infτ∈R ‖Vn(· + τ) − U (·)‖L2(R) → 0.766

Let σn ∈ R be chosen as above, so that (44) holds for each Vn , and let V σn
n (x) :=767

V (x + σn). Define �n := V σn
n − U . We write the equation satisfied by V σn

n in the768

form 0 = G(V σn
n ) = −∂2

x V σn
n + DW (V σn

n ), and use the Taylor expansion to second769

order on the function G: for each n there exists sn ∈ (0, 1) such that770

0 = G(V σn
n ) = G(U +�n) = G(U )+ DG(U )�n + 1

2
D2G(U + sn�n)[�n,�n].771

Since G(U ) = 0, DG(U )�n = L+�n , and D2G(U ) = D3W (U ), we thus have:772

L+�n = −1

2
D3W (U + sn�n)[�n,�n].773

Set �̃n := �n/‖�n‖L2 ∈ Z . Then, by homogeneity we have774

L+�n = −1

2
‖�n‖L2 D3W (U + sn�n)[�̃n, �̃n]. (45)775
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By (35) (see Theorem 2.4), there is a universal constant C1 such that ‖U‖L∞ ,776

‖Vn‖L∞ � C1, and hence ‖�n‖L∞ = ‖Vn − U‖L∞ � 2C1. By (W1), D3W is777

uniformly bounded on bounded sets, and thus we may estimate:778

〈�̃n, L+�̃n〉L2 = −1

2

∫
R

∑
i, j,k

∂i jk W (U + sn�n)ϕ̃n,i ϕ̃n, jϕn,k779

� C1‖�n‖L∞‖�̃n‖2
L2 � C2, (46)780

781

is uniformly bounded in n. From this we conclude the uniform bound on the deriv-782

atives,783 ∫
R

|�̃′
n|2 dx � 〈�̃n, L+�̃n〉L2 − 1

2

∫
R

D2W (U )[�̃n, �̃n] dx784

� C2 + C1‖�̃n‖2
L2 = C2 + C1.785

By the Sobolev embedding we conclude that ‖�̃n‖L∞ � C3 is uniformly bounded,786

and we may improve the estimate (46),787

〈�̃n, L+�̃n〉L2 = −1

2
‖�n‖L2

∫
R

∑
i, j,k

∂i jk W (U + sn�n)ϕ̃n,i ϕ̃n, j ϕ̃n,k788

� C1‖�n‖L2‖�̃n‖2
L2‖�̃n‖L∞ → 0.789

790

Since �̃n ∈ Z and ‖�̃n‖L2 = 1 for all n, we arrive at a contradiction, as the791

quadratic form 〈�, L+�〉L2 is strictly positive definite for � ∈ Z . In conclusion,792

each real minimizer U is isolated in L2(R) norm. ��793

By combining Proposition 5.1 with statement (b) of Theorem 2.1, we have:794

Corollary 5.2. Under the hypotheses of Proposition 5.1, for any complex-valued795

minimizer � ∈ Y of E(�), either796

inf
τ,α1,α2∈R

∥∥∥∥U (·)−
[

eiα1ψ1

eiα2ψ2

]
(· − τ)

∥∥∥∥
L2

� η0,797

or there exists τ, α1, α2 ∈ R such that eiα jψ j (x − τ) = u j (x), j = 1, 2.798

A careful inspection of the proof of Proposition 5.1 leads us to a further corollary,799

where we recall the definition of the energy space D from (15).800

Corollary 5.3. Let U = (u1, u2) be a minimizing solution of (2) and assume zero801

is a simple eigenvalue of L+. Then, there are constants l1, l2, ε0 > 0 such that if802

� ∈ D with803

l1 < inf
θ1,θ2,α∈R

ρA (�, (exp iθ1u1(· + α), exp iθ2u2(· + α))) < l2,804

then805

E(�) > inf
Y

E(·)+ ε0. (47)806
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Now, we turn to the proofs of Theorems 1.4 and 1.5.807

Proof of Theorem 1.4. We reason by contradiction and assume, given A, ε > 0,808

that for a sequence of positive numbers δn → 0, we can find �n
0 ∈ D ∩ L∞ and809

times tn such that, denoting by �n(x, t) the unique global in time solution to (1)810

with initial condition �n
0 , we have ρA(�

n
0 ,U ) � δn and for any θ1, θ2 ∈ R811

inf
α∈R

ρA(�
n(·, tn), (exp iθ1u1(· + α), exp iθ2u2(· + α)) � ε. (48)812

Now, because ρA(�
n
0 ,U ) → 0, Fatou’s lemma implies that E(�n

0 ) → m =813

infY E(·). From conservation of energy along the flow we deduce the same for814

E(�n(·, tn)). The �n(·, tn)’s are not necessarily elements of Y, but we modify815

them so as to obtain a genuine minimizing sequence whose limit can be compared816

to a member of the orbit of U.817

Let Rn be a sequence of positive numbers such that Rn > A and818 ∫ Rn

−Rn

e(�n(x, tn)) dx > E(�n(·, tn))− 1

n
. (49)819

Define:820

ψ̂n(x) :=
{
�n(x, tn), x ∈ [−Rn, Rn],
( fn(x), gn(x)), x �∈ [−Rn, Rn], (50)821

where ( fn(x), gn(x)) is a continuous vector function satisfying822

( fn(±Rn), gn(±Rn)) = �n(±Rn, tn),823

lim
x→±∞( fn(x), gn(x)) =

(
a ± a

2
,

b ∓ b

2

)
824

and such that825

E(ψ̂n) < E(�n(·, tn))+ 1

n
.826

Note that by (49) and definition of ψ̂n, ρA(ψ̂n, �
n(·, tn)) → 0.827

We appeal to part (a) of Theorem 2.1 to conclude that there is τn ∈ R such that828

ψ̂n(· + τn) converges in the topology induced by ρA to a minimizer V of E in Y.829

From Theorem 2.1 part (a) we also know V = (eiβ1v1, eiβ2v2) where (v1, v2)830

is a minimizing solution of (2). By (48), Fatou’s Lemma and Proposition 5.1 we831

deduce832

inf
τ∈R

‖(v1, v2)− U (· + τ)‖L2 � η0.833

By continuity of the flow, the above implies that for some t̃ n > 0834

l1 < inf
θ1,θ2,α∈R

ρA(�
n(·, t̃ n), (exp iθ1u1(· + α), exp iθ2u2(· + α))) < l2,835

which by Corollary 5.3 yields E(�n(·, t̃ n)) = E(�n(·, tn)) = E(�n
0 ) > m + ε0,836

for n large enough, a contradiction. ��837
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As mentioned in the introduction, an easy adaptation of the analysis in [3] yields838

Theorem 1.5. We only highlight the main steps for convenience of the reader.839

Proof of Theorem 1.5. As in [3], it suffices to verify the following claim:840

Claim 1. Given any ε > 0 and A > 0, there exists some constant K , depending841

only on A, and some positive number δ > 0 such that, if U and �0 are as in842

Theorem 1.4 and if (16) holds, then843

|a(t)| � K ε,844

for any t ∈ [0, 1], and for any of the points a(t) satisfying inequality (17) for some845

θ(t) ∈ R.846

Indeed, once the claim is established, looking at the flow for t ∈ [n, n + 1),847

appealing to Claim 1 and using induction on n, the arguments of [3] may be repeated848

verbatim, as the conclusion of Theorem 1.5 follows without regard to the specific849

equation, depending only on energy conservation and the well-posedness of the850

initial value problem for the evolution equation.851

To adapt the proof in [3] in our case we need to identify the following key852

elements.853

Center of mass. As a first step, we need an integral expression involving U (·−α(t)),854

depending on quantities controlled along the flow by the energy, that can serve to855

follow α(t).856

Approximating α(t) in terms of ψ . In a second step, the same integral expres-857

sion above applied to ψ needs to provide a good approximation of the one with858

U (· − α(t)) as a consequence of orbital stability.859

Motion identity. We need a measure of how these integral expressions change; they860

should be controlled by a quantity that can be made arbitrarily small, again by pure861

energy considerations, uniformly in t ∈ [0, 1]. This is the third step needed for the862

right setup.863

According to this, to prove the claim, we choose a function which identifies a864

center of mass, in the spirit of [3].865

Step 1 Let U be a domain wall solution of (8), and choose a translation U (· − τ)866

with the property that867 ∫
R

x(
√

g11u2
1(x − τ)+ √

g22u2
2(x − τ)− μ) dx = 0. (51)868

Clearly such a choice is possible, as the integral above may be made arbitrarily large869

by choosing a large positive τ , and arbitrarily negatively large for large negative870

τ . By translation invariance, we may assume without loss of generality that the871

solution U (x) is normalized so that (51) holds with τ = 0. (For the symmetric case872

(2), U is the symmetric solution.) Define873

m(U ) :=
∫

R

(
√

g11u2
1(x)+ √

g22u2
2(x)− μ) dx .874

We note that for this U [normalized as in (51)] and any a ∈ R, we have875

1

m(U )

∫
R

x(
√

g11u2
1(x − a)+ √

g22u2
2(x − a)− μ) dx = a.876
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Step 2 Let g : R → [0, 1] be a smooth function with g(x) = 1 for |x | � 1 and877

g(x) = 0 for |x | � 2, and set gR(x) = g(x/R), R � 1. For � ∈ Y and a ∈ R878

define879

Ga,R(�) := 1

m(U )

∫
R

gR(x)x(
√

g11|ψ1|2(x − a)+ √
g22|ψ2|2(x − a)− μ) dx .880

We note now that without loss of generality one can assume α(0) = 0 by taking881

δ sufficiently small in (16). The exponential convergence of U to its limits at ±∞882

imply that883

Ga,R(U ) → G(U ), as R → ∞.884

Furthermore, this convergence is uniform in a on compact sets. Because of this, we885

fix R0 > 0 such that886

|Gα(t),R0(U )− α(t)| < ε, for all t such that |α(t)| < 1. (52)887

Next, we note that Cauchy–Schwartz inequality and bound (17) yield888

|Gα(t),R0(U )− G0,R0(ψ)| � Cε, (53)889

for some positive constant C independent of ε.The above implies that G0,R0(ψ) can890

be used to follow α(t) with a precision of O(ε) which is what we wanted. We then891

turn to the quantitative dynamical property that lets us to exploit the approximation892

of α(t) by G0,R0(ψ).893

Step 3 In the third step one controls the evolution of the center of mass by894

considering a localized version of its motion law in terms of the momentum. As in895

Proposition 4.1 of [3], we have for any R > 0,896

d

dt

∫
R

gR(x)x(
√

g11|ψ1|2(x)+ √
g22|ψ2|2(x)− μ) dx897

= 2
∫

R

[√g11〈iψ1, ∂xψ1〉 + √
g22〈iψ2, ∂xψ2〉]∂x (x gR) dx . (54)898

Indeed, differentiating under the integral sign, appealing to (1), and using the fact899

that for j = 1, 2 :900 ∫
〈iψ j , ψ j (|ψ j |2 + γ |ψ3− j |2 − 1)〉(xgR) dx = 0,901

(54) follows.902

To finish, let θ1, θ2 be such that |ψ1| = eiθ1ψ1 and |ψ2| = eiθ2ψ2. Because903 ∫
[√g11〈ieiθ1 u1, ∂x (e

iθ1 u1)〉 + √
g22〈ieiθ2 u2, ∂x (e

iθ2 u2)〉]∂x (x gR) dx = 0,904

and again Cauchy–Schwartz inequality together with bound (17), we see that905 ∣∣∣∣
∫

[√g11〈ψ1, ∂xψ1〉 + √
g22〈ψ2, ∂xψ2〉]∂x (x gR) dx

∣∣∣∣ � Cε. (55)906
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Let ψ0,1, ψ0,2 be the components of the initial condition ψ0. Thanks to bound907

(55), we have908 ∣∣∣∣
∫

R

gR0(x)x
(√

g11(|ψ1|2 − |ψ0,1|2)+ √
g22(|ψ2|2 − |ψ0,2|2)

)
dx

∣∣∣∣909

= 2

∣∣∣∣
∫ t

0

∫
R

[√g11〈iψ1, ∂xψ1〉 + √
g22〈iψ2, ∂xψ2〉]∂x (x gR) dx

∣∣∣∣910

� Cε. (56)911

This last inequality together with (52) and (53) concludes the proof of the claim912

provided it holds that |α(t)| < 1
2 for all t ∈ [0, 1]. This is a consequence of the913

continuity of the flow with respect to ρA as in [3]. ��914

6. Domain Walls Under a Small Localized Potential915

We shall now consider persistence and stability of the domain wall solutions916

in the presence of a small localized potential. Domain walls in this case satisfy the917

system of differential equations (19). We provide details for the symmetric case918

(2), but the same phenomena may be investigated for more general equations, such919

as (8) with only minor modifications. We note that the linearized operators around920

the symmetric domain wall solution U (x) ∈ X in this case may be represented as921

follows:922

L+�R :=
(−∂2

x + 3u2
1 + γ u2

2 − 1 2γ u1u2

2γ u1u2 −∂2
x + γ u2

1 + 3u2
2 − 1

)(
ϕ1,R
ϕ2,R

)
, (57)923

and924

L−�I :=
(−∂2

x + u2
1 + γ u2

2 − 1 0
0 −∂2

x + γ u2
1 + u2

2 − 1

)(
ϕ1,I
ϕ2,I

)
. (58)925

Proof of Theorem 1.6. Let us write926

U (x + s) = U0(x)+ W (x), (59)927

where the leading term U0 = (u1, u2) ∈ X is the heteroclinic solution of the system928

(2) in Theorem 2.1 satisfying the symmetry reduction929

u2(x) = u1(−x) for all x ∈ R,930

the parameter s ∈ R is to be uniquely determined from the condition 〈U ′
0,W 〉 = 0,931

and the perturbation term W = (w1, w2) satisfies the perturbed system932

L+W = −εV (x + s)(U0 + W ), (60)933

where L+ is given by (57). By Theorem 3.1, zero is the simplest and smallest934

eigenvalue of L+ with Ker(L+) = span{U ′
0}, whereas the rest of the spectrum of935
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L+ is bounded away from zero. To invert L+ on the right-hand side of (60), we936

add the bifurcation equation937

F(s) := −ε〈U ′
0, V (x + s)(U0 + W )〉 = 0. (61)938

If F(s) = 0 and V ∈ L2(R), the inhomogeneous equation (60) is closed for939

W ∈ H2(R) and the implicit function theorem can be applied for sufficiently small940

ε. As a result, there exists a unique solution of (60) for W ∈ H2(R) subject to the941

orthogonality condition 〈U ′
0,W 〉 = 0 such that ‖W‖H2(R) � C |ε| for some C > 0.942

Because the nonlinearity is polynomial, the solution W is a smooth (C∞) function943

of ε.944

Using this solution for W in the bifurcation equation (61) and integrating by945

parts, we obtain946

F(s) = 1

2
ε

∫
R

V ′(x + s)(u2
1 + u2

2 − 1) dx + O(ε2) = 0.947

Since V ∈ C2(R) and conditions (20) and (21) are assumed, the implicit func-948

tion theorem for scalar functions yields that there exists a unique solution of the949

bifurcation equation (61) near x0 such that |s − x0| � C |ε| for some C > 0. This950

construction completes the proof of the theorem. Bound (22) follows by the triangle951

inequality and the Sobolev embedding of H2(R) to L∞(R). ��952

To consider stability of persistent domain wall solutions in the small localized953

potential, we need a technical result that ensures that property (b) of Theorem 2.1954

persists for small values of ε.955

Lemma 6.1. In addition to the conditions of Theorem 1.6, assume that V ∈ L1(R).956

Then, the heteroclinic solutions in Theorem 1.6 satisfy 0 � u1(x), u2(x) � 1 for957

all x ∈ R.958

Proof. Since γ > 1, the decay of the unperturbed domain wall solution U0 =959

(u1, u2) of the system (2) to the equilibrium states a and b is exponential with the960

decay rates961

u1(x) ∼ e
√
γ−1x , 1 − u2(x) ∼ e

√
2x , as x → −∞962

(see property (d) in Theorem 2.1). If the perturbation term W = (w1, w2) in the963

decomposition (59) also decays exponentially to zero with the same decay rate,964

the assertion of the lemma follows from the smallness of W in the bound (22)965

and the property (b) of Theorem 2.1 for the unperturbed solution. However, since966

V ∈ L1(R), the exponential decay of W to zero with the decay rates967

w1(x) ∼ e
√
γ−1x , w2(x) ∼ e

√
2x , as x → −∞968

follows from Levinson’s theorem for differential equations (Proposition 8.1 in969

[7]). ��970
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Proof of Theorem 1.7. Spectral stability is considered again in the framework of971

the linear eigenvalue problem972

L+(ε)�R = −λ�I , L−(ε)�I = λ�R, (62)973

where L±(ε) include the perturbed domain wall solution U = (u1, u2) as well as974

the small potential εV . In particular, L±(ε) are given by975

L+(ε) :=
(−∂2

x + εV + 3u2
1 + γ u2

2 − 1 2γ u1u2

2γ u1u2 −∂2
x + εV + γ u2

1 + 3u2
2 − 1

)
(63)976

and977

L−(ε) :=
(−∂2

x + εV + u2
1 + γ u2

2 − 1 0
0 −∂2

x + εV + γ u2
1 + u2

2 − 1

)
. (64)978

These operators admit the power expansion L±(ε) = L±(0) + εL ′±(0) + O(ε2)979

thanks to the smoothness of U in ε in Theorem 1.6.980

We first show that for small values of ε, the operator L+(ε) is strictly positive981

and bounded away from zero if σ > 0 and has exactly one negative eigenvalue with982

the rest of spectrum bounded away from zero if σ < 0. Since 0 is the simplest and983

smallest eigenvalue of L+, the result follows from the perturbation expansions. In984

particular, let us define solutions of the linear inhomogeneous equations985

−w′′
1(x)+

(
3u2

1 + γ u2
2 − 1

)
w1 + 2γ u1u2w2 = −V u1,

−w′′
2(x)+

(
γ u2

1 + 3u2
2 − 1

)
w2 + 2γ u1u2w1 = −V u2.

⎫⎪⎬
⎪⎭ x ∈ R, (65)986

where (u1, u2) is the unperturbed domain wall solution of the system (2). Then, we987

have988

L ′+(0) =
(

V + 6u1w1 + 2γ u2w2 2γ u1w2 + 2γ u2w1
2γ u1w2 + 2γ u2w1 V + 2γ u1w1 + 6u2w2

)
.989

The isolated zero eigenvalue of L+(0) becomes positive (negative) eigenvalue of990

L+(ε) for small values of ε if σ > 0 (σ < 0), where991

σ = 〈U ′, L ′+(0)U ′〉992

=
∫

R

(
V (u′

1)
2 + V (u′

2)
2 + 6u1w1(u

′
1)

2 + 6u2w2(u
′
2)

2
)

dx993

+
∫

R

(
2γ u2w2(u

′
1)

2 + 2γ u1w1(u
′
2)

2 + 4γ u1w2u′
1u′

2 + 4γ u2w1u′
1u′

2

)
dx .994

Differentiating the inhomogeneous system (65) in x and projecting it to U ′, we995

reduce the previous expression for σ to the form996

σ = −
∫

R

V ′(u1u′
1 + u2u′

2) dx = 1

2

∫
R

V ′′(u2
1 + u2

2 − 1) dx,997

where integration by parts has been performed for V ∈ C2(R). Thus, the assertion998

on the spectrum of L+(ε) is proven.999
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Next, the spectrum of L−(ε) is not affected for any small ε compared to the1000

statement of Theorem 3.1 because L−(ε) is a diagonal composition of Schrödinger1001

operators and L−(ε)�1,2 = 0 with�1 = (u1, 0) and�2 = (0, u2), where u1,2 are1002

positive according to Lemma 6.1. As a result, σ(L−(ε)) = [0,∞) as follows from1003

the Sturm’s theorem.1004

As in the proof of Theorem 1.2, we construct the generalized eigenvalue problem1005

L−(ε)�I = −λ2L−1+ (ε)�I , (66)1006

where L−1+ (ε) exists without any projection operators for any ε �= 0. If σ > 0, then1007

L−1+ (ε) is strictly positive implying1008

−λ2 = inf
�∈Dom(L−(ε)),� �=0

〈L−(ε)�,�〉
〈L−1+ (ε)�,�〉 � 0,1009

as in [8, p.468]. This yields stability of the heteroclinic solutions. If σ < 0, L−1+ (ε)1010

has exactly one negative eigenvalue. As in Theorem 3.1 in [4], this condition implies1011

that there exists exactly one negative eigenvalue −λ2 of the generalized eigenvalue1012

problem (66). This yields instability of the heteroclinic solutions. ��1013
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