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Abstract. Beginning with Lebesgue integration on the real line, and contin-
uing with Euclidean spaces, the Banach-Tarski paradox, and the Riesz rep-
resentation theorem on locally compact Hausdor¤ spaces, these lecture notes
examine theories of integration with applications to analysis and di¤erential
equations.
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Preface

These notes grew out of lectures given twice a week in a �rst year graduate
course in advanced real analysis at McMaster University September to December
2010. Part 1 consists of a brief review of compactness and continuity. The top-
ics in Part 2 include Lebesgue integration on Euclidean spaces, the Banach-Tarski
paradox, the Riesz representation theorem on locally compact Hausdor¤ spaces,
Lebesgue spaces Lp (�), Banach and Hilbert spaces, complex measures and the
Radon-Nikodym theorem, and Fubini�s theorem. Applications to di¤erential equa-
tions will be forthcoming in Part 3. Sources include books by Rudin [3], [4] and
[5], and books by Stein and Shakarchi [6] and [7]. Special topics are covered in
Bartle and Sherbert [1] and Wagon [8]. Finally, thanks to Chai Molina for many
useful suggestions regarding these notes as used in 2011.
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Part 1

Topology of Euclidean spaces



We begin Part 1 by reviewing some of the theory of compact sets and conti-
nuity of functions in Euclidean spaces Rn. We assume the reader is already famil-
iar with the notions of sequence, open, closed, countable and uncountable, and is
comfortable with elementary properties of limits, continuity and di¤erentiability of
functions.



CHAPTER 1

Compact sets

Let R be the set of real numbers equipped with the usual �eld and order
operations, and the least upper bound property. Denote by Rn the n-dimensional
Euclidean space

Rn = f(x1; x2; :::; xn) 2 R� R� :::� R (n times)g

equipped with the usual vector addition and scalar and inner products

x+ y � (x1 + y1; x2 + y2; :::; xn + yn) ;

�x = (�x1; �x2; :::; �xn)

x � y � x1y1 + x2y2 + :::+ xnyn;

if x = (x1; x2; :::; xn), y = (y1; y2; :::; yn) and � 2 R.
We begin with the single most important property that a subset of Euclidean

space can have, namely compactness. In a sense, compact subsets share the most
important topological properties enjoyed by �nite sets. It turns out that the most
basic of these properties is rather abstract looking at �rst sight, but arises so of-
ten in applications and subsequent theory that we will use it as the de�nition of
compactness. But �rst we introduce some needed terminology.

Let E be a subset of Rn. A collection G � fG�g�2A of subsets G� of Rn is
said to be an open cover of E if

each G� is open and E �
[
�2A

G�:

A �nite subcover (relative to the open cover G of E) is a �nite collection fG�kg
n
k=1

of the open sets G� that still covers E:

E �
n[
k=1

G�k :

For example, the collection G =
��

1
n ; 1 +

1
n

�	1
n=1

of open intervals in R form an

open cover of the interval E =
�
1
8 ; 2
�
, and

��
1
n ; 1 +

1
n

�	8
n=1

is a �nite subcover.
Draw a picture! However, G is also an open cover of the interval E = (0; 2) for
which there is no �nite subcover since 1

m =2
�
1
n ; 1 +

1
n

�
for all 1 � n � m.

Definition 1. A subset E of Rn is compact if every open cover of E has a
�nite subcover.

Example 1. Clearly every �nite set is compact. On the other hand, the interval
(0; 2) is not compact since G =

��
1
n ; 1 +

1
n

�	1
n=1

is an open cover of (0; 2) that does
not have a �nite subcover.

3



4 1. COMPACT SETS

The above example makes it clear that all we need is one �bad�cover as witness
to the failure of a set to be compact. On the other hand, in order to show that
an in�nite set is compact, we must often work much harder, namely we must show
that given any open cover, there is always a �nite subcover. It will obviously be
of great advantage if we can �nd simpler criteria for a set to be compact, and this
will be carried out below. For now we will content ourselves with giving one simple
example of an in�nite compact subset of the real numbers (even of the rational
numbers).

Example 2. The set K � f0g [
�
1
k

	1
k=1

is compact in R. Indeed, suppose
that G � fG�g�2A is an open cover of K. Then at least one of the open sets in G
contains 0, say G�0 . Since G�0 is open, there is r > 0 such that

B (0; r) � G�0 :

Now comes the crux of the argument: there are only �nitely many points 1
k that lie

outside B (0; r), i.e. 1
k =2 B (0; r) if and only if k �

�
1
r

�
� n. Now choose G�k to

contain 1
k for each k between 1 and n inclusive (with possible repetitions). Then the

�nite collection of open sets fG�0 ; G�1 ; G�2 ; :::; G�ng (after removing repetitions)
constitute a �nite subcover relative to the open cover G of K. Thus we have shown
that every open cover of K has a �nite subcover.

It is instructive to observe that K = E where E =
�
1
k

	1
k=1

is not compact
(since the pairwise disjoint balls B

�
1
k ;

1
4k2

�
=
�
1
k �

1
4k2 ;

1
k +

1
4k2

�
cover E one point

at a time). Thus the addition of the single limit point 0 to the set E resulted in
making the union compact. The argument given as proof in the above example
serves to illustrate the sense in which the set K is topologically �almost�a �nite set.

As a �nal example to illustrate the concept of compactness, we show that any
unbounded set in Rn fails to be compact. We say that a subset E of Rn is bounded
if there is some ball B (x; r) in Rn that contains E. So now suppose that E is
unbounded. Fix a point x 2 Rn and consider the open cover fB (x; n)g1n=1 of E
(this is actually an open cover of Rn). Now if there were a �nite subcover, say
fB (x; nk)gNk=1 where n1 < n2 < ::: < nN , then because the balls are increasing,

E �
N[
k=1

B (x; nk) = B (x; nN ) ;

which contradicts the assumption that E is unbounded. We record this fact in the
following lemma.

Lemma 1. A compact subset of Rn is bounded.

Remark 1. We can now preview one of the major themes in our development
of analysis. The Least Upper Bound Property of the real numbers will lead directly
to the following beautiful characterization of compactness in the metric space R of
real numbers, the Heine-Borel theorem: a subset K of R is compact if and only if
K is closed and bounded.

1. Properties of compact sets

We now prove a number of properties that hold for compact sets in Euclidean
space Rn.

Lemma 2. If K is a compact subset of Rn, then K is a closed subset of Rn.
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Proof : We show that Kc is open. So �x a point x 2 Kc. For each point
y 2 K, consider the ball B (y; ry) with

(1.1) ry �
1

2
d (x; y) :

Since fB (y; ry)gy2K is an open cover of the compact setK, there is a �nite subcover
fB (yk; ryk)g

n
k=1 with of course yk 2 K for 1 � k � n. Now by the triangle

inequality and (1.1) it follows that

(1.2) B (x; ryk) \B (yk; ryk) = ;; 1 � k � n:

Indeed, if the intersection on the left side of (1.2) contained a point z then we would
have the contradiction

d (x; yk) � d (x; z) + d (z; yk) < ryk + ryk = d (x; yk) :

Now we simply take r = min frykg
n
k=1 > 0 and note that B (x; r) � B (x; ryk) so

that

B (x; r) \K � B (x; r) \
 

n[
k=1

B (yk; ryk)

!

=
n[
k=1

fB (x; r) \B (yk; ryk)g

�
n[
k=1

fB (x; ryk) \B (yk; ryk)g =
n[
k=1

; = ;;

by (1.2). This shows that B (x; r) � Kc and completes the proof that Kc is open.
Draw a picture of this proof!

Lemma 3. If F � K � X where F is closed in Rn and K is compact, then F
is compact.

Proof : Let G = fG�g�2A be an open cover of F . We must construct a �nite
subcover S of F . Now G� = fF cg [ G is an open cover of K. By compactness of
K there is a �nite subcover S� of G� that consists of sets from G and possibly the
set F c. However, if we drop the set F c from the subcover S� the resulting �nite
collection of sets S from G is still a cover of F (although not neccessarily of K),
and provides the required �nite subcover of F .

Corollary 1. If F is closed and K is compact, then F \K is compact.

Proof : We have that K is closed by Lemma 2, and so F \K is closed. Now
F \K � K and so Lemma 3 shows that F \K is compact.

Remark 2. With respect to unions, compact sets behave like �nite sets, namely
the union of �nitely many compact sets is compact. Indeed, suppose K and L are
compact subsets of a metric space, and let fG�g�2A be an open cover of K [ L.
Then there is a �nite subcover fG�g�2I of K and also a (usually di¤erent) �nite
subcover fG�g�2J of L (here I and J are �nite subsets of A). But then the union
of these covers fG�g�2I[J = fG�g�2I [ fG�g�2J is a �nite subcover of K [ L,
which shows that K [ L is compact.
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Now we come to one of the most useful consequences of compactness in appli-
cations. A family of sets fE�g�2A is said to have the �nite intersection property
if \

�2F
E� 6= ;

for every �nite subset F of the index set A. For example the family of open intervals��
0; 1n

�	1
n=1

has the �nite intersection property despite the fact that the sets have

no element in common:
1\
n=1

�
0; 1n

�
= ;. The useful consequence of compactness

referrred to above is that this cannot happen for compact subsets!

Theorem 1. Suppose that fK�g�2A is a family of compact sets with the �nite
intersection property. Then \

�2A
K� 6= ;:

Proof : Fix a member K�0 of the family fK�g�2A. Assume in order to de-
rive a contradiction that no point of K�0 belongs to every K�. Then the open
sets fKc

�g�2Anf�0g form an open cover of K�0 . By compactness, there is a �nite
subcover fKc

�g�2Fnf�0g with F �nite, so that

K�0 �
[

�2Fnf�0g

Kc
�;

i.e.

K�0 \
\

�2Fnf�0g

K� = ;;

which contradicts our assumption that the �nite intersection property holds.

Corollary 2. If fKng1n=1 is a nonincreasing sequence of nonempty compact
sets. i.e. Kn+1 � Kn for all n � 1, then

1\
n=1

Kn 6= ;:

Theorem 2. If E is an in�nite subset of a compact set K, then E has a limit
point in K.

Proof : Suppose, in order to derive a contradiction, that no point of K is a
limit point of E. Then for each z 2 K, there is a ball B (z; rz) that contains at
most one point of E (namely z if z is in E). Thus it is not possible for a �nite
number of these balls B (z; rz) to cover the in�nite set E. Thus fB (z; rz)gz2K is
an open cover of K that has no �nite subcover (since a �nite subcover cannot cover
even the subset E of K). This contradicts the assumption that K is compact.

The Least Upper Bound Property of the real numbers plays a crucial role in
the proof that closed bounded intervals are compact.

Theorem 3. The closed interval [a; b] is compact (with the usual metric) for
all a < b.
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We give two proofs of this basic theorem. The second proof will be generalized
to prove that closed bounded rectangles in Rn are compact.

Proof #1: Assume for convenience that the interval is the closed unit interval
[0; 1], and suppose that fG�g�2A is an open cover of [0; 1]. Now 1 2 G� for some
� 2 A and thus there is r > 0 such that (1� r; 1 + r) � G� . With a = 1 + r

2 > 1
it follows that fG�g�2A is an open cover of [0; a]. Now de�ne

E = fx 2 [0; a] : the interval [0; x] has a �nite subcoverg :
We have E is nonempty (0 2 E) and bounded above (by a). Thus � � supE exists.
We claim that � > 1. Suppose for the moment that this has been proved. Then 1
cannot be an upper bound of E and so there is some � 2 E satisfying

1 < � � �:

Thus by the de�nition of the set E it follows that [0; �] has a �nite subcover, and
hence so does [0; 1], which completes the proof of the theorem.

Now suppose, in order to derive a contradiction, that � � 1. Then there is
some open set G with  2 A and also some s > 0 such that

(�� s; �+ s) � G .

Now by the de�nition of least upper bound, there is some x 2 E satisfying �� s <
x � �, and by taking s less than a� 1 we can also arrange to have

�+ s � 1 + s < a:

Thus there is a �nite subcover fG�kg
n
k=1 of [0; x], and if we include the set G with

this subcover we get a �nite subcover of
�
0; �+ s

2

�
. This shows that � + s

2 2 E,
which contradicts our assumption that � is an upper bound of E, and completes
the proof of the theorem.

Proof #2: Suppose, in order to derive a contradiction, that there is an open
cover fG�g�2A of [a; b] that has no �nite subcover. Then at least one of the two
intervals

�
a; a+b2

�
and

�
a+b
2 ; b

�
fails to have a �nite subcover. Label it [a1; b1] so

that

a � a1 < b1 � b;

b1 � a1 =
1

2
�;

where � = b�a. Next we note that at least one of the two intervals
�
a1;

a1+b1
2

�
and�

a1+b1
2 ; b1

�
fails to have a �nite subcover. Label it [a2; b2] so that

a � a1 � a2 < b2 � b1 � b;

b2 � a2 =
1

4
�:

Continuing in this way we obtain for each n � 2 an interval [an; bn] such that
a � a1 � :::an�1 � an < bn � bn�1::: � b1 � b;(1.3)

bn � an =
1

2n
�:

Now let E = fan : n � 1g and set x � supE. From (1.3) we obtain that each
bn is an upper bound for E, hence x � bn and we have

a � an � x � bn � b; for all n � 1;
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i.e. x 2 [an; bn] for all n � 1. Now x 2 [a; b] and so there is � 2 A and r > 0 such
that

(x� r; x+ r) � G� :

By the Archimedian property of R we can choose n 2 N so large that 1
r < n < 2n

(it is easy to prove n < 2n for all n 2 N by induction), and hence

[an; bn] � (x� r; x+ r) � G� :

But this contradicts our construction that [an; bn] has no �nite subcover, and com-
pletes the proof of the theorem.

Corollary 3. A subset K of the real numbers R is compact if and only if K
is closed and bounded.

Proof : Suppose that K is compact. Then K is bounded by Lemma 1 and is
closed by Lemma 2. Conversely if K is bounded, then K � [�a; a] for some a > 0.
Now [�a; a] is compact by Theorem 3, and if K is closed, then Lemma 3 shows
that K is compact.

Proof #2 of Theorem 3 is easily adapted to prove that closed rectangles

R =
nY
k=1

[ak; bk] = [a1; b1]� :::� [an; bn]

in Rn are compact.

Theorem 4. The closed rectangle R =
Qn
k=1 [ak; bk] is compact (with the usual

metric) for all ak < bk, 1 � k � n.

Proof : Here is a brief sketch of the proof. Suppose, in order to derive a
contradiction, that there is an open cover fG�g�2A of R that has no �nite sub-
cover. It is convenient to write R as a product of closed intervals with super-
scripts instead of subscripts: R =

Qn
k=1

�
ak; bk

�
. Now divide R into 2n congruent

closed rectangles. At least one of them fails to have a �nite subcover. Label it
R1 �

Qn
k=1

�
ak1 ; b

k
1

�
, and repeat the process to obtain a sequence of decreasing

rectangles Rm �
Qn
k=1

�
akm; b

k
m

�
with

ak � ak1 � :::akm�1 � akm < bkm � bkm�1::: � bk1 � bk;

bkm � akm =
1

2m
�k;

where �k = bk � ak, 1 � k � n. Then if we set xk = sup
�
akm : m � 1

	
we obtain

that x =
�
x1; :::; xn

�
2 Rm � R for all m. Thus there is � 2 A, r > 0 and m � 1

such that
Rm � B (x; r) � G� ;

contradicting our construction that Rm has no �nite subcover.

Theorem 5. Let K be a subset of Euclidean space Rn. Then the following
three conditions are equivalent:

(1) K is closed and bounded;
(2) K is compact;
(3) every in�nite subset of K has a limit point in K.
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Proof : We prove that (1) implies (2) implies (3) implies (1). If K is closed
and bounded, then it is contained in a closed rectangle R, and is thus compact by
Theorem 4 and Lemma 3. If K is compact, then every in�nite subset of K has a
limit point in K by Theorem 2. Finally suppose that every in�nite subset of K
has a limit point in K. Suppose �rst, in order to derive a contradiction, that K
is not bounded. Then there is a sequence fxkg1k=1 of points in K with jxkj � k
for all k. Clearly the set of points in fxkg1k=1 is an in�nite subset E of K but has
no limit point in Rn, hence not in K either. Suppose next, in order to derive a
contradiction, that K is not closed. Then there is a limit point x of K that is not
in K. Thus each deleted ball B0

�
x; 1k

�
contains some point xk from K. Again it is

clear that the set of points in the sequence fxkg1k=1 is an in�nite subset of K but
contains no limit point in K since its only limit point is x and this is not in K.

Corollary 4. Every bounded in�nite subset of Rn has a limit point in Rn.

2. The Cantor set

We now construct the Cantor middle thirds set (1883). This famous fractal
set arises as a counterexample to many conjectures in analysis. We start with the
closed unit interval I = I0 = [0; 1]. Now remove the open middle third

�
1
3 ;

2
3

�
of

length 1
3 and denote the two remaining closed intervals of length

1
3 by I

1
1 =

�
0; 13
�

and I12 =
�
2
3 ; 1
�
. Then remove the open middle third

�
1
9 ;

2
9

�
of length 1

32 from
I11 =

�
0; 13
�
and denote the two remaining closed intervals of length 1

32 by I
2
1 and

I22 . Do the same for I
1
2 and denote the two remaining closed intervals by I

2
3 and I

2
4 .

Continuing in this way, we obtain at the kth generation, a collection
�
Ikj
	2k
j=1

of 2k pairwise disjoint closed intervals of length 1
3k
. Let Kk =

S2k
j=1 I

k
j and set

E =
1\
k=1

Kk =
1\
k=1

0@ 2k[
j=1

Ikj

1A :

Now each setKk is closed, and hence so is the intersection E. Then E is compact by
Corollary 3. It also follows from Corollary 2 that E is nonempty. Next we observe
that by its very construction, E is a fractal satisfying the replication identity

3E = E [ (E + 2) = E1 [ E2:
Thus the fractal dimension � of the Cantor set E is ln 2

ln 3 . Moreover, E has the
property of being perfect.

Definition 2. A subset E of Rn is perfect if E is closed and every point in
E is a limit point of E.

To see that the Cantor set is perfect, pick x 2 E. For each k � 1 the point x
lies in exactly one of the closed intervals Ikj for some j between 1 and 2

k. Since the
length of Ikj is positive, it is possible to choose a point xk 2 E \ Ikj n fxg. Now the
set of points in the sequence fxkg1k=1 is an in�nite subset of E and clearly has x as
a limit point. This completes the proof that the Cantor set E is perfect.

By summing the lengths of the removed open middle thirds, we obtain

�length�([0; 1] n E) = 1

3
+
2

32
+
22

33
+ ::: = 1;
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and it follows that E is nonempty, compact and has �length�1 � 1 = 0. Another
way to exhibit the same phenomenon is to note that for each k � 1 the Cantor
set E is a subset of the closed set Kk which is a union of 2k intervals each having
length 1

3k
. Thus the �length�of Kk is 2k 1

3k
=
�
2
3

�k
, and the �length�of E is at most

inf

(�
2

3

�k
: k � 1

)
= 0:

In contrast to this phenomenon that the �length�of E is quite small, the car-
dinality of E is quite large, namely E is uncountable, as is every nonempty perfect
subset of a metric space with the Heine-Borel property: every closed and bounded
subset is compact.

Theorem 6. Every nonempty perfect subset of Rn is uncountable.

Proof : Suppose that P is a nonempty perfect subset of Rn. Since P has a
limit point it must be in�nite. Now assume, in order to derive a contradiction, that
P is countable, say P = fxng1n=1. Start with any point y1 2 P that is not x1 and
the ball B1 � B (y1; r1) where r1 =

d(x1;y1)
2 . We have

B1 \ P 6= ; and x1 =2 B1:
Then there is a point y2 2 B01 \ P that is not x2 and so we can choose a ball B2
such that

B2 \ P 6= ; and x2 =2 B2 and B2 � B1:

Indeed, we can take B2 = B (y2; r2) where r2 =
minfd(x2;y2);r1�d(y1;y2)g

2 . Continuing
in this way we obtain balls Bk satisfying

Bk \ P 6= ; and xk =2 Bk and Bk � Bk�1; k � 2:
Now each closed set Bk \ P is nonempty and compact, and so by Corollary 2

we have
1\
k=1

�
Bk \ P

�
6= ;; say x 2

 1\
k=1

Bk

!
\ P:

However, by construction we have xn =2 Bn for all n and since the sets Bn are
decreasing, we see that xn =2

T1
k=1Bk for all n; hence x 6= xn for all n. This

contradicts P = fxng1n=1 and completes the proof of the theorem.

3. Exercises

Exercise 1. Let E be the set of all x in [0; 1] whose decimal expansion consists
of only 40s and 70s, e.g. x = :74474777474447:::. Is E compact? perfect? countable?
Prove your answers.

Exercise 2. Suppose that fFkg1k=1 is a sequence of closed subsets of Rn. If

Rn =
1[
k=1

Fk, prove that at least one of the sets Fk has nonempty interior. Hint:

Mimic the proof of the theorem above on perfect sets.



CHAPTER 2

Continuous functions

We initially examine the connection between continuity and sequences, and
after that between continuity and open sets. Central to all of this is the concept of
limit of a function.

1. Limits

Definition 3. Suppose that f : X ! Rm is a function from a subset X of Rn
into Rm. Let p 2 Rn be a limit point of X and suppose that q 2 Rm. Then

lim
x!p

f (x) = q

if for every " > 0 there is � > 0 such that

(1.1) dRm (f (x) ; q) < " whenever x 2 X n fpg and dRn (x; p) < �:

Note that the concept of a limit of f at a point p is only de�ned when p is a
limit point of the set X on which f is de�ned. Do not confuse this notion with the
de�nition of limit of a sequence s = fsng1n=1 in Rn. In this latter de�nition, s is a
function from the natural numbers N into Rn, but the limit point p is replaced by
the symbol 1. Here is a characterization of limit of a function in terms of limits
of sequences.

Theorem 7. Suppose that f : X ! Rm is a function from a subset X of
Rn into Rm. Let p 2 Rn be a limit point of X and suppose that q 2 Rm. Then
limx!p f (x) = q if and only if

lim
k!1

f (sk) = q

for all sequences fskg1k=1 in X n fpg such that

lim
k!1

sk = p:

Proof : Suppose �rst that limx!p f (x) = q. Now assume that fskg1k=1 is a
sequence in X nfpg such that limk!1 sk = p. Then given " > 0 there is � > 0 such
that (1.1) holds. Furthermore we can �nd N so large that dRn (sk; p) < � whenever
k � N . Combining inequalities with the fact that sk 2 E gives

dRm (f (sk) ; q) < " whenever k � N;

which proves limk!1 f (sk) = q.
Suppose next that limx!p f (x) = q fails. The negation of De�nition 3 is that

there exists an " > 0 such that for every � > 0 we have

(1.2) dRm (f (x) ; q) � " for some x 2 X n fpg with dRn (x; p) < �:

11
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So �x such an " > 0 and for each � = 1
k > 0 choose a point sk 2 X n fpg with

dRn (sk; p) <
1
k . Then fskg

1
k=1 is a sequence in X n fpg such that the sequence

ff (sk)g1k=1 does not converge to q - indeed, dRm (f (sk) ; q) � " > 0 for all k � 1.

2. Continuity

Definition 4. Let X be a subset of Rn and suppose that f : X ! Rm is a
function from X to Rm. Let p 2 X. Then f is continuous at p if for every " > 0
there is � > 0 such that

(2.1) dRm (f (x) ; f (p)) < " whenever x 2 X and dRn (x; p) < �:

Note that (2.1) says

(2.2) f (B (p; �) \X) � B (f (p) ; ") :

There are only two possibilities for the point p 2 X; either p is a limit point of
X or p is isolated in X (a point x in X is isolated in X if there is a deleted ball
B0 (x; r) that has empty intersection with X). In the case that p is a limit point of
X, then f is continuous at p if and only if limx!p f (x) exists and the limit is f (p),
i.e.

(2.3) lim
x!p

f (x) = f (p) :

On the other hand, if p is an isolated point of X, then f is automatically con-
tinuous at p since (2.1) holds for all " > 0 with � = r where B0 (x; r) \ X = ;.
From these remarks together with Theorem 7, we immediately obtain the following
characterization of continuity in terms of sequences.

Theorem 8. Suppose that f : X ! Rm is a function from a subset X of Rn
into Rm. Let p 2 X. Then f is continuous at p if and only if

lim
k!1

f (sk) = f (p)

for all sequences fskg1k=1 in X n fpg such that

lim
k!1

sk = p:

Remark 3. The theorem remains true if we permit the sequences fskg1k=1 to
lie in X rather than in X n fpg.

There is an alternate characterization of continuity of f : X ! Y in terms of
relative open sets, which is particularly useful in connection with compact sets and
continuity of inverse functions. Recall that a subset Q of X is said to be relatively
open in X if there is an open set G in Rn such that Q = G\X. We will often drop
the adverb relatively.

Theorem 9. Suppose that f : X ! Y is a function from a subset X of Rn
into a subset Y of Rm. Then f is continuous on X if and only if

(2.4) f�1 (G) is open in X for every G that is open in Y .

Corollary 5. Suppose that f : X ! Y is a continuous function from a
compact subset X of Rn into a subset Y of Rm. Then f (X) is a compact subset
of Rm.
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Corollary 6. Suppose that f : X ! Y is a continuous function from a
compact subset X of Rn to a subset Y of Rm. If f is both one-to-one and onto,
then the inverse function f�1 : Y ! X de�ned by

f�1 (y) = x where x is the unique point in X satisfying f (x) = y;

is a continuous map.

Proof (of Corollary 5): If fG�g�2A is an open cover of f (X), then
�
f�1 (G�)

	
�2A

is an open cover of X, hence has a �nite subcover
�
f�1 (G�k)

	N
k=1

. But then

fG�kg
N
k=1 is a �nite subcover of f (X) since

f (X) � f

 
N[
k=1

f�1 (G�k)

!
�

N[
k=1

f
�
f�1 (G�k)

�
�

N[
k=1

G�k :

Note that it is not in general true that f�1 (f (G)) � G.

Proof (of Corollary 6): Let G be an open subset of X. We must show that�
f�1

��1
(G) is open in Y . Note that since f is one-to-one and onto, we have�

f�1
��1

(G) = f (G). Now Gc = X n G is closed in X, hence compact, and so
Corollary 5 shows that f (Gc) is compact, hence closed in Y , so f (Gc)c is open in
Y . But again using that f is one-to-one and onto shows that f (G) = f (Gc)

c, and
so we are done.

Remark 4. Compactness is essential in this corollary since the map

f : [0; 2�)! T � fz 2 C : jzj = 1g de�ned by f (�) = ei� = (cos �; sin �) ;

and takes [0; 2�) one-to-one and continuously onto T, yet the inverse map fails to
be continuous at z = 1. Indeed, for points z on the circle just below 1, f�1 (z) is
close to 2�, while f�1 (1) = 0.

Proof (of Theorem 9): Suppose �rst that f is continuous on X. We must
show that (2.4) holds. So let G be an open subset of Y . We must now show that
for every p 2 f�1 (G) there is r > 0 (depending on p) such that B (p; r) � f�1 (G).
Fix p 2 f�1 (G). Since G is open and f (p) 2 G we can pick " > 0 such that
B (f (p) ; ") � G. But then by the continuity of f there is � > 0 such that (2.2)
holds, i.e. f (B (p; �)) � B (f (p) ; ") � G. It follows that

B (p; �) � f�1 (f (B (p; �))) � f�1 (G) :

Conversely suppose that (2.4) holds. We must show that f is continuous at
every p 2 X. So �x p 2 X. We must now show that for every " > 0 there is � > 0
such that (2.2) holds, i.e. f (B (p; �)) � B (f (p) ; "). Fix " > 0. Since B (f (p) ; ") is
open, we have that f�1 (B (f (p) ; ")) is open by (2.4). Since p 2 f�1 (B (f (p) ; "))
there is thus � > 0 such that B (p; �) � f�1 (B (f (p) ; ")). It follows that

f (B (p; �)) � f
�
f�1 (B (f (p) ; "))

�
� B (f (p) ; ") :

We now show that continuity is stable under composition of maps.

Theorem 10. Suppose that X;Y; Z are subsets of Rn;Rm;Rp respectively. If
f : X ! Y and g : Y ! Z are both continuous maps, then so is the composition
h = g � f : X ! Z de�ned by

h (x) = g (f (x)) ; x 2 X:
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Proof: If G is open in Z, then

h�1 (G) = f�1
�
g�1 (G)

�
is open since g continuous implies g�1 (G) is open by Theorem 9, and then f
continuous implies f�1

�
g�1 (G)

�
is open by Theorem 9. Thus h is continuous by

Theorem 9.

Continuity at a point is also easily handled using De�nition 4. We leave the
proof of the following theorem to the reader.

Theorem 11. Suppose that X;Y; Z are subsets of Rn;Rm;Rp respectively. If
p 2 X and f : X ! Y is continuous at p and g : f (X)! Z is continuous at f (p),
then the composition h = g � f : X ! Z is continuous at p.

2.1. Real and complex-valued continuous functions. Here is an elemen-
tary consequence of the familiar limit theorems for sums, di¤erences, products and
quotients of complex-valued functions.

Proposition 1. If f and g are continuous complex-valued functions on a subset
X of Rn, then so are the functions f + g and fg. If in addition g never vanishes,
then f

g is also continuous on X.

Here is an extremely useful consequence of Corollary 5 when the target space
Y is the real numbers.

Theorem 12. Suppose that X is a compact subset of Rn and f : X ! R is
continuous. Then there exist points p; q 2 X satisfying

f (p) = sup f (X) and f (q) = inf f (X) :

Remark 5. Compactness of X is essential here as evidenced by the following
example. If X is the open interval (0; 1) and f : (0; 1)! (0; 1) is the identity map
de�ned by f (x) = x, then f is continuous and

sup f ((0; 1)) = sup (0; 1) = 1;

inf f ((0; 1)) = inf (0; 1) = 0:

However, there are no points p; q 2 (0; 1) satisfying either f (p) = 1 or f (q) = 0.

Proof (of Theorem 12): Corollary 5 shows that f (X) is compact. Lemmas 1
and 2 now show that f (X) is a closed and bounded subset of R. Thus sup f (X)
exists and sup f (X) 2 f (X), i.e. there is p 2 X such that sup f (X) = f (p).
Similarly there is q 2 X satisfying inf f (X) = f (q).

Now consider a complex-valued function f : X ! C on a subset X of Rn, and
let u : X ! R and v : X ! R be the real and imaginary parts of f de�ned by

u (x) = Re f (x) � f (x) + f (x)

2
;

v (x) = Im f (x) � f (x)� f (x)
2i

;

for x 2 X. It is easy to see that f is continuous at a point p 2 X if and only if each
of u and v is continuous at p. Indeed, the inequalities

max fjaj ; jbjg �
q
jaj2 + jbj2 � jaj+ jbj
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show that if (2.1) holds for f (with E = X), i.e.

dC (f (x) ; f (p)) < " whenever dX (x; p) < �;

then it also holds with f replaced by u or by v:

dR (u (x) ; u (p)) = ju (x)� u (p)j

�
q
ju (x)� u (p)j2 + jv (x)� v (p)j2

= dC (f (x) ; f (p)) < "

whenever dX (x; p) < �:

Similarly, if (2.1) holds for both u and v then it holds for f but with " replaced by
2":

dC (f (x) ; f (p)) =

q
ju (x)� u (p)j2 + jv (x)� v (p)j2

� ju (x)� u (p)j+ jv (x)� v (p)j
= dR (u (x) ; u (p)) + dR (v (x) ; v (p)) < 2"

whenever dX (x; p) < �:

The same considerations apply equally well to Euclidean space Rm (recall that
C = R2 as metric spaces) and we have the following theorem. Recall that the dot
product of two vectors z = (z1; :::; zm) and w = (w1; :::; wm) in Rm is given by
z �w =

Pm
k=1 zkwk.

Theorem 13. Let X be a subset of Rn and suppose f : X ! Rm. Let fk (x)
be the component functions de�ned by f (x) = (f1 (x) ; :::; fm (x)) for 1 � k � m.

(1) The vector-valued function f : X ! Rm is continuous at a point p 2 X if
and only if each component function fk : X ! R is continuous at p.

(2) If both f : X ! Rm and g : X ! Rm are continuous at p then so are
f + g : X ! Rm and f � g : X ! R.

Here are some simple facts associated with the component functions on Euclid-
ean space.

� For each 1 � j � n, the component function w = (w1; :::; wn) ! wj is
continuous from Rn to R.

� The length function w = (w1; :::; wn) ! jwj is continuous from Rn to
[0;1); in fact we have the so-called reverse triangle inequality:

jjzj � jwjj � jz�wj ; z;w 2 Rn:
� Every monomial function w = (w1; :::; wn)! wk11 w

k2
2 :::w

kn
n is continuous

from Rn to R.
� Every polynomial P (w) =

P
k1+:::kn�N ak1;:::knw

k1
1 w

k2
2 :::w

kn
n is continu-

ous from Rn to R.

3. Uniform continuity

A function f : X ! Y that is continuous from a subset X of Rn to another
subset Y of Rm satis�es De�nition 4 at each point p in X, namely for every p 2 X
and " > 0 there is �p > 0 (note the dependence on p) such that (2.1) holds with
E = X:

(3.1) dY (f (x) ; f (p)) < " whenever dX (x; p) < �p:
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In general we cannot choose � > 0 to be independent of p. For example, the function
f (x) = 1

x is continuous on the open interval (0; 1), but if we want

" > dY (f (x) ; f (p)) =

���� 1x � 1p
���� whenever jp� xj < �;

we cannot take p = � since then x could be arbitrarily close to 0, and so 1
x could

be arbitrarily large. In this example, X = (0; 1) is not compact and this turns out
to be the reason we cannot choose � > 0 to be independent of p. The surprising
property that continuous functions f on a compact metric space X have is that we
can indeed choose � > 0 to be independent of p in (3.1). We �rst give a name to
this surprising property; we call it uniform continuity on X.

Definition 5. Suppose that f : X ! Y maps a subset X of Rn into a subset
Y of Rm. We say that f is uniformly continuous on X if for every " > 0 there is
� > 0 such that

dY (f (x) ; f (p)) < " whenever dX (x; p) < �:

The next theorem plays a crucial role in the theory of integration.

Theorem 14. Suppose that f : X ! Y is a continuous map from a compact
subset X of Rn into a subset Y of Rm. Then f is uniformly continuous on X.

Proof : Suppose " > 0. Since f is continous on X, (2.2) shows that for each
point p 2 X, there is �p > 0 such that

(3.2) f (B (p; �p)) � B
�
f (p) ;

"

2

�
:

SinceX is compact, the open cover
n
B
�
p;

�p
2

�o
p2X

has a �nite subcover
n
B
�
pk;

�pk
2

�oN
k=1

.

Now de�ne

� = min

�
�pk
2

�N
k=1

:

Since the minimum is taken over �nitely many positive numbers (thanks to the
�nite subcover, which in turn owes its existence to the compactness of X), we have
� > 0.

Now suppose that x; p 2 X satisfy dX (x; p) < �. We will show that

dY (f (x) ; f (p)) < ":

Choose k so that p 2 B
�
pk;

�pk
2

�
. Then we have using the triangle inequality in

X that

dX (x; pk) � dX (x; p) + dX (p; pk) < � +
�pk
2
� �pk

2
+
�pk
2
= �pk ;

so that both p and x lie in the ball B (pk; �pk). It follows from (3.2) that both f (p)
and f (x) lie in

f (B (pk; �pk)) � B
�
f (pk) ;

"

2

�
:

Finally an application of the triangle inequality in Y shows that

dY (f (x) ; f (p)) � dY (f (x) ; f (pk)) + dY (f (pk) ; f (p)) <
"

2
+
"

2
= ":
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4. Connectedness

Definition 6. A subset X of Rn is said to be connected if it is not possible
to write X = E

�
[ F where E and F are disjoint nonempty relatively open subsets

of X. A set that is not connected is said to be disconnected.

Equivalently, X is disconnected if it has a nonempty proper relatively clopen
subset (a relatively clopen subset of X is one that is simultaneously relatively open
and relatively closed in X).

Lemma 4. A subset X of Rn is disconnected if and only if there are nonempty
subsets E and F of Rn with X = E

�
[ F and

(4.1) E \ F = ; and E \ F = ;;

where the closures refer to the Euclidean space Rn.

Proof : It is not hard to see that E is a relatively open subset of X if and only
if E \ F = ; where F = X n E. Similarly, F is relatively open in X if and only if
E\F = ;. Finally, E is relatively clopen in X if and only if both E and F = X nE
are relatively open in X.

The connected subsets of the real line are especially simple - they are precisely
the intervals

[a; b] ; (a; b) ; [a; b) ; (a; b]

lying in R with �1 � a � b � 1 (we do not consider any case where a or b is �1
and lies next to either [ or ]).

Theorem 15. The connected subsets of the real numbers R are precisely the
intervals.

Proof : Consider �rst a nonempty connected subset Y of R. If a; b 2 Y , and
a < c < b, then we must also have c 2 Y since otherwise Y \ (�1; c) is clopen in
Y . Thus the set Y has the intermediate value property (a; b 2 Y and a < c < b
implies c 2 Y ), and it is now easy to see using the Least Upper Bound Property of
R, that Y is an interval. Conversely, if Y is a disconnected subset of R, then Y has
a nonempty proper clopen subset E. We can then �nd two points a; b 2 Y with
a 2 E and b 2 F � Y n E and (without loss of generality) a < b. Set

c � sup (E \ [a; b]) :

Then we have c 2 E, and so c =2 F by (4.1). If also c =2 E, then Y fails the
intermediate value property and so cannot be an interval. On the other hand, if
c 2 E then c =2 F (the closure of F ), and so there is d 2 (c; b) n F . But then d =2 E
since d > c and so lies in (a; b)nY , which again shows that Y fails the intermediate
value property and so cannot be an interval.

Connected sets behave the same way as compact sets under pushforward by a
continuous map.

Theorem 16. Suppose f : X ! Y is a continuous map from a subset X of Rn
to a subset Y of Rm. If X is connected, then f (X) is connected.
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Proof : We may assume that Y = f (X). If Y is disconnected, there are

disjoint nonempty open subsets E and F with Y = E
�
[ F . But then X =

f�1 (E)
�
[ f�1 (F ) where both f�1 (E) and f�1 (F ) are open in X by Theorem

9. This shows that X is disconnected as well, and completes the proof of the
(contrapositive of the) theorem.

Corollary 7. If f : R! R is continuous, then f takes intervals to intervals,
and in particular, f takes closed bounded intervals to closed bounded intervals.

Note that this corollary yields two familiar theorems from �rst year calculus, the
Intermediate Value Theorem (real continuous functions on an interval attain their
intermediate values) and the Extreme Value Theorem (real continuous functions on
a closed bounded interval attain their extreme values).

Proof : Apply Theorems 16, 5 and 5.

Finally we have the following simple description of open subsets of the real
numbers.

Proposition 2. Every open subset G of the real numbers R can be uniquely
written as an at most countable pairwise disjoint union of open intervals fIngn�1:

G =

�[
n�1

In:

Proof : For x 2 G let

Ix =
[
fall open intervals containing x that are contained in Gg :

It is easy to see that Ix is an open interval and that if x; y 2 G then

either Ix = Iy or Ix \ Iy = ;:
This shows that G is a union

S
�2A I� of pairwise disjoint open intervals. To see

that this union is at most countable, simply pick a rational number r� in each I�.
The uniqueness is left as an exercise for the reader.

5. Exercises

Exercise 3. Suppose f : [0; 1]! [0; 1] is continuous. Prove that f has a �xed
point z, i.e. f (z) = z.

Exercise 4. Suppose K is a compact subset of real numbers. Show that f :
K ! R is continuous if and only if the graph of f ,

graph (f) �
�
(x; y) 2 R2 : x 2 K and y = f (x)

	
;

is a compact subset of the plane.



Part 2

Integration and di¤erentiation



In the second part of these notes we begin with the problem of describing the
inverse operation to that of di¤erentiation, commonly called integration. There are
four widely recognized theories of integration:

� Riemann integration - the workhorse of integration theory that provides
us with the most basic form of the fundamental theorem of calculus;

� Riemann-Stieltjes integration - that extends the idea of integrating the
in�nitesmal dx to that of the more general in�nitesmal d� (x) for an in-
creasing function �.

� Lebesgue integration - that overcomes a shortcoming of the Riemann the-
ory by permitting a robust theory of limits of functions, all at the expense
of a complicated theory of �measure�of a set.

� Henstock-Kurtzweil integration - that includes the Riemann and Lebesgue
theories and has the advantages that it is quite similar in spirit to the
intuitive Riemann theory, and avoids much of the complication of mea-
surability of sets in the Lebesgue theory. However, it has the drawback of
limited scope for generalization.

In Chapter 3 we follow Rudin [3] and use uniform continuity to develop the
standard theory of the Riemann and Riemann-Stieltjes integrals. A short detour
is taken to introduce the more powerful Henstock-Kurtzweil integral, and we use
compactness to prove its uniqueness and extension properties.

Chapter 4 draws on Stein and Shakarchi [6] to provide a rapid and transparent
introduction to the theory of the Lebesgue integral on the real line.

Chapter 5 proves the Banach-Tarski paradox by exploiting the existence of a
free nonabelian group of rank 2 in the rotation group SO3 in three dimensions.
There is no better advertisement for resticting matters to measurable sets.

Chapter 6 uses Urysohn�s Lemma to establish the Riesz representation the-
orem on locally compact Hausdor¤ spaces, and constructs Lebesgue measure on
Euclidean spaces. Regularity of measures is treated in some detail, and the Tietze
extension theorem is used to prove Lusin�s theorem.

Chapter 7 introduces the Lebesgue spaces Lp (�) and develops their elementary
theory including duality theory. The Baire category theorem is used to prove the
classical consequences in the more general setting of Banach spaces, namely the
uniform boundedness principle, the open mapping theorem and the closed graph
theorem, together with some applications. The special case p = 2 is further devel-
oped in the context of Hilbert spaces.

Chapter 8 introduces complex measures and proves the Radon-Nikodym theo-
rem using Hilbert space theory.

Chapter 9 discusses di¤erentiation of integrals using shifted dyadic grids.
Chapter 10 introduces integration on product spaces and proves Fubini�s theo-

rem.



CHAPTER 3

Riemann and Riemann-Stieltjes integration

Let f : [0; 1] ! R be a bounded function on the closed unit interval [0; 1]. In
Riemann�s theory of integration, we partition the domain [0; 1] of the function into
�nitely many disjoint subintervals

[0; 1] =
N[
n=1

[xn�1; xn] ;

and denote the partition by P = f0 = x0 < x1 < ::: < xN = 1g and the length of
the subinterval [xn�1; xn] by 4xn = xn � xn�1 > 0. Then we de�ne upper and
lower Riemann sums associated with the partition P by

U (f ;P) =
NX
n=1

 
sup

[xn�1;xn]

f

!
4 xn;

L (f ;P) =

NX
n=1

�
inf

[xn�1;xn]
f

�
4 xn:

Note that the suprema and in�ma are �nite since f is bounded by assumption.
Next we de�ne the upper and lower Riemann integrals of f on [0; 1] by

U (f) = inf
P
U (f ;P) ; L (f) = sup

P
L (f ;P) :

Thus the upper Riemann integral U (f) is the "smallest" of all the upper sums, and
the lower Riemann integral is the "largest" of all the lower sums.

We can show that any upper sum is always larger than any lower sum by con-
sidering the re�nement of two partitions P1 and P2: P1 [P2 denotes the paritition
whose points consist of the union of the points in P1 and P2 and ordered to be
strictly increasing.

Lemma 5. Suppose f : [0; 1] ! R is bounded. If P1 and P2 are any two
partitions of [0; 1], then

(0.1) U (f ;P1) � U (f ;P1 [ P2) � L (f ;P1 [ P2) � L (f ;P2) :

Proof : Let

P1 = f0 = x0 < x1 < ::: < xM = 1g ;
P2 = f0 = y0 < y1 < ::: < yN = 1g ;

P1 [ P2 = f0 = z0 < z1 < ::: < zP = 1g :
Fix a subinterval [xn�1; xn] of the partition P1. Suppose that [xn�1; xn] contains
exactly the following increasing sequence of points in the partition P1 [ P2:

z`n < z`n+1 < ::: < z`n+mn
;

21
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i.e. z`n = xn�1 and z`n+mn
= xn. Then we have 

sup
[xn�1;xn]

f

!
4 xn =

 
sup

[xn�1;xn]

f

!0@mnX
j=1

4z`n+j

1A
�

mnX
j=1

 
sup

[z`n+j�1;z`n+j ]

f

!
4 z`n+j ;

since sup[z`n+j�1;z`n+j ] f � sup[xn�1;xn] f when [z`n+j�1; z`n+j ] � [xn�1; xn]. If we
now sum over 1 � n �M we get

U (f ;P1) =
MX
n=1

 
sup

[xn�1;xn]

f

!
4 xn

�
MX
n=1

mnX
j=1

 
sup

[z`n+j�1;z`n+j ]

f

!
4 z`n+j

=
PX
p=1

 
sup

[zp�1;zp]

f

!
4 zp = U (f ;P1 [ P2) :

Similarly we can prove that

L (f ;P2) � L (f ;P1 [ P2) :

Since we trivially have L (f ;P1 [ P2) � U (f ;P1 [ P2), the proof of the lemma is
complete.

Now in (0.1) take the in�mum over P1 and the supremum over P2 to obtain
that

U (f) � L (f) ;
which says that the upper Riemann integral of f is always equal to or greater than
the lower Riemann integral of f . Finally we say that f is Riemann integrable on
[0; 1], written f 2 R [0; 1], if U (f) = L (f), and we denote the common value byR 1
0
f or

R 1
0
f (x) dx.

We can of course repeat this line of de�nition and reasoning for any bounded
closed interval [a; b] in place of the closed unit interval [0; 1]. We summarize matters
in the following de�nition.

Definition 7. Let f : [a; b] ! R be a bounded function. For any partition
P = fa = x0 < x1 < ::: < xN = bg of [a; b] we de�ne upper and lower Riemann
sums by

U (f ;P) =

NX
n=1

 
sup

[xn�1;xn]

f

!
4 xn;

L (f ;P) =
NX
n=1

�
inf

[xn�1;xn]
f

�
4 xn:

Set
U (f) = inf

P
U (f ;P) ; L (f) = sup

P
L (f ;P) ;
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where the in�mum and supremum are taken over all partitions P of [a; b]. We say
that f is Riemann integrable on [a; b], written f 2 R [a; b], if U (f) = L (f), and
we denote the common value byZ b

a

f or
Z b

a

f (x) dx:

A more substantial generalization of the line of de�nition and reasoning above
can be obtained on a closed interval [a; b] by considering in place of the positive
quantities 4xn = xn � xn�1 associated with a partition

P = fa = x0 < x1 < ::: < xN = bg
of [a; b], the more general nonnegative quantities

4�n = � (xn)� � (xn�1) ; 1 � n � N;

where � : [a; b] ! R is nondecreasing. This leads to the notion of the Riemann-
Stieltjes integral associated with a nondecreasing function � : [a; b]! R.

Definition 8. Let f : [a; b]! R be a bounded function and suppose � : [a; b]!
R is nondecreasing. For any partition P = fa = x0 < x1 < ::: < xN = bg of [a; b]
we de�ne upper and lower Riemann sums by

U (f ;P; �) =
NX
n=1

 
sup

[xn�1;xn]

f

!
4 �n;

L (f ;P; �) =

NX
n=1

�
inf

[xn�1;xn]
f

�
4 �n:

Set
U (f; �) = inf

P
U (f ;P; �) ; L (f; �) = sup

P
L (f ;P; �) ;

where the in�mum and supremum are taken over all partitions P of [a; b]. We say
that f is Riemann-Stieltjes integrable on [a; b], written f 2 R� [a; b], if U (f; �) =
L (f; �), and we denote the common value byZ b

a

fd� or
Z b

a

f (x) d� (x) :

The lemma on partitions above generalizes immediately to the setting of the
Riemann-Stieltjes integral.

Lemma 6. Suppose f : [a; b] ! R is bounded and � : [a; b] ! R is nondecreas-
ing. If P1 and P2 are any two partitions of [a; b], then
(0.2) U (f ;P1; �) � U (f ;P1 [ P2; �) � L (f ;P1 [ P2; �) � L (f ;P2; �) :

0.1. Existence of the Riemann-Stieltjes integral. The di¢ cult question
now arises as to exactly which bounded functions f are Riemann-Stieltjes integrable
with respect to a given nondecreasing � on [a; b]. We will content ourselves with
showing two results. Suppose f is bounded on [a; b] and � is nondecreasing on [a; b].
Then

� f 2 R� [a; b] if in addition f is continuous on [a; b];
� f 2 R� [a; b] if in addition f is monotonic on [a; b] and � is continuous on
[a; b].
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Both proofs will use the Cauchy criterion for existence of the integral
R b
a
fd�

when f : [a; b]! R is bounded and � : [a; b]! R is nondecreasing:
For every " > 0 there is a partition P of [a; b] such that(0.3)

U (f ;P; �)� L (f ;P; �) < ":

Clearly, if (0.3) holds, then from (0.2) we obtain that for each " > 0 that there is a
partition P" satisfying

U (f; �)� L (f; �) = inf
P
U (f ;P; �)� sup

P
L (f ;P; �)

� U (f ;P"; �)� L (f ;P"; �) < ":

It follows that U (f; �) = L (f; �) and so
R b
a
fd� exists. Conversely, given " > 0

there are partitions P1 and P2 satisfying

U (f; �) = inf
P
U (f ;P; �) > U (f ;P1; �)�

"

2
;

L (f; �) = sup
P
L (f ;P; �) < L (f ;P2; �) +

"

2
:

Inequality (0.2) now shows that

U (f ;P1 [ P2; �)� L (f ;P1 [ P2; �) � U (f ;P1; �)� L (f ;P2; �)

<
�
U (f; �) + "

2

�
�
�
L (f; �)� "

2

�
= "

since U (f; �) = L (f; �) if
R b
a
fd� exists. Thus we can take P = P1 [ P2 in (0.3).

The existence of
R b
a
fd� when f is continuous will use Theorem 14 on uniform

continuity in a crucial way.

Theorem 17. Suppose that f : [a; b] ! R is continuous and � : [a; b] ! R is
nondecreasing. Then f 2 R� [a; b].

Proof : We will show that the Cauchy criterion (0.3) holds. Fix " > 0. By
Theorem 14 f is uniformly continuous on the compact set [a; b], so there is � > 0
such that

jf (x)� f (x0)j � "

� (b)� � (a) whenever jx� x
0j � �:

Let P = fa = x0 < x1 < ::: < xN = bg be any partition of [a; b] for which
max
1�n�N

4xn < �:

Then we have

sup
[xn�1;xn]

f � inf
[xn�1;xn]

f � sup
x;x02[xn�1;xn]

jf (x)� f (x0)j � ";

since jx� x0j � 4xn < � when x; x0 2 [xn�1; xn] by our choice of P. Now we
compute that

U (f ;P; �)� L (f ;P; �) =
NX
n=1

 
sup

[xn�1;xn]

f � inf
[xn�1;xn]

f

!
4 �n

�
NX
n=1

�
"

� (b)� � (a)

�
4 �n = ";

which is (0.3) as required.
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Remark 6. Observe that it makes no logical di¤erence if we replace strict
inequality < with � in �"� � type�de�nitions. We have used this observation twice
in the above proof, and will continue to use it without further comment in the sequel.

The proof of the next existence result uses the intermediate value theorem for
continuous functions.

Theorem 18. Suppose that f : [a; b] ! R is monotone and � : [a; b] ! R is
nondecreasing and continuous. Then f 2 R� [a; b].

Proof : We will show that the Cauchy criterion (0.3) holds. Fix " > 0 and
suppose without loss of generality that f is nondecreasing on [a; b]. Let N � 2 be a
positive integer. Since � is continuous we can use the intermediate value theorem
to �nd points xn 2 (a; b) such that x0 = a, xN = b and

� (xn) = � (a) +
n

N
(� (b)� � (a)) ; 1 � n � N � 1:

Since � is nondecreasing we have xn�1 < xn for all 1 � n � N , and it follows that

P = fa = x0 < x1 < ::: < xN = bg
is a partition of [a; b] satisfying

4�n = � (xn)� � (xn�1) =
� (b)� � (a)

N
<

"

f (b)� f (a) ;

provided we take N large enough. With such a partition P we compute

U (f ;P; �)� L (f ;P; �) =
NX
n=1

 
sup

[xn�1;xn]

f � inf
[xn�1;xn]

f

!
4 �n

� "

f (b)� f (a)

NX
n=1

 
sup

[xn�1;xn]

f � inf
[xn�1;xn]

f

!

=
"

f (b)� f (a)

NX
n=1

(f (xn)� f (xn�1)) = ";

This proves (0.3) as required.

0.2. A stronger form of the de�nition of the Riemann integral. For the
Riemann integral there is another formulation of the de�nition of

R b
a
f that appears

at �rst sight to be much stronger (and which doesn�t work for general nondecreasing
� in the Riemann-Stieltjes integral). For any partition P = fa = x0 < x1 < ::: < xN = bg,
set kPk = max1�n�N 4xn, called the norm of P. Now if

R b
a
f exists, then for every

" > 0 there is by the Cauchy criterion (0.3) a partition P = fa = x0 < x1 < ::: < xN = bg
such that

U (f ;P)� L (f ;P) < "

2
:

Now de�ne � to be the smaller of the two positive numbers

min
1�n�N

4xn and
"

2N diam f ([a; b])
:

Claim 1. If Q = fa = y0 < y1 < ::: < yM = bg is any partition with
kQk = max

1�m�M
4ym < �;
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then
U (f ;Q)� L (f ;Q) < ":

Indeed, since 4ym < � � 4xn for all m and n by choice of �, each point xn
lies in a distinct one of the subintervals [ym�1; ym] of Q, call it Jn = [ymn�1; ymn

].
The other subintervals [ym�1; ym] of Q with m not equal to any of the mn, each
lie in one of the separating intervals Kn =

�
ymn�1 ; ymn�1

�
that are formed by the

spaces between the intervals Jn. These intervals Kn are the union of one or more
consecutive subintervals of Q. We have for each n thatX

m:[ym�1;ym]�Kn

 
sup

[ym�1;ym]

f � inf
[ym�1;ym]

f

!
4 ym

�

0@ sup
[ymn�1 ;ymn�1]

f � inf
[ymn�1 ;ymn�1]

f

1A X
m:[ym�1;ym]�Kn

4ym

�
 

sup
[xn;xn+1]

f � inf
[xn;xn+1]

f

!
(ym � ym�1)

�
 

sup
[xn;xn+1]

f � inf
[xn;xn+1]

f

!
(xn+1 � xn) :

Summing this in n yields
NX
n=1

X
m:[ym�1;ym]�Kn

 
sup

[ym�1;ym]

f � inf
[ym�1;ym]

f

!
4 ym(0.4)

�
NX
n=1

 
sup

[xn;xn+1]

f � inf
[xn;xn+1]

f

!
(xn+1 � xn) = U (f ;P)� L (f ;P) :

Now we compute

U (f ;Q)� L (f ;Q) =
MX
m=1

 
sup

[ym�1;ym]

f � inf
[ym�1;ym]

f

!
4 ym

=
NX
n=1

�
sup
Jn

f � inf
Jn
f

�
(ymn

� ymn�1)

+
NX
n=1

X
m:[ym�1;ym]�Kn

 
sup

[ym�1;ym]

f � inf
[ym�1;ym]

f

!
4 ym;

which by (0.4) and choice of � is dominated by

diam f ([a; b])
NX
n=1

(ymn � ymn�1) + U (f ;P)� L (f ;P)

� diam f ([a; b])N� +
"

2
<
"

2
+
"

2
= ";

and this proves the claim.
Conversely, if

For every " > 0 there is � > 0 such that(0.5)

U (f ;Q)� L (f ;Q) < " whenever kQk < �;
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then the Cauchy criterion (0.3) holds with P equal to any such Q. Thus (0.5)
provides another equivalent de�nition of the Riemann integral

R b
a
f that is more

like the "� � de�nition of continuity at a point (compare De�nition 4).

1. Properties of the Riemann-Stieltjes integral

The Riemann-Stieltjes integral
R b
a
fd� is a function of the closed interval [a; b],

the bounded function f on [a; b], and the nondecreasing function � on [a; b]. With
respect to each of these three variables, the integral has natural properties related
to monotonicity, sums and scalar multiplication. In fact we have the following
lemmas dealing with each variable separately, beginning with f , then � and ending
with [a; b].

Lemma 7. Fix [a; b] � R and � : [a; b]! R nondecreasing. The set R� [a; b] is
a real vector space and the integral

R b
a
fd� is a linear function of f 2 R� [a; b]: if

fj 2 R [a; b] and �j 2 R, then

f = �1f1 + �2f2 2 R� [a; b] and
Z b

a

fd� = �1

Z b

a

f1d�+ �2

Z b

a

f2d�:

Furthermore, R� [a; b] is partially ordered by declaring f � g if f (x) � g (x) for
x 2 [a; b], and the integral

R b
a
fd� is a nondecreasing function of f with respect to

this order: if f; g 2 R� [a; b] and f � g, then
R b
a
fd� �

R b
a
gd�.

Lemma 8. Fix [a; b] � R and f : [a; b]! R bounded. Then

Cf [a; b] � f� : [a; b]! R : � is nondecreasing and f 2 R� [a; b]g

is a cone and the integral
R b
a
fd� is a �positive linear�function of �: if �j 2 Cf [a; b]

and cj 2 [0;1), then

� = c1�1 + c2�2 2 Cf [a; b] and
Z b

a

fd� = c1

Z b

a

fd�1 + c2

Z b

a

fd�2:

Lemma 9. Fix [a; b] � R and � : [a; b]! R nondecreasing and f 2 R� [a; b]. If
a < c < b, then � : [a; c]! R and � : [c; b]! R are each nondecreasing and

f 2 R� [a; c] and f 2 R� [c; b] and
Z b

a

fd� =

Z c

a

fd�+

Z b

c

fd�:

These three lemmas are easy to prove, and are left to the reader. Properties
regarding multiplication of functions in R� [a; c] and composition of functions are
more delicate.

Theorem 19. Suppose that f : [a; b] ! [m;M ] and f 2 R� [a; b]. If ' :
[m;M ]! R is continuous, then ' � f 2 R� [a; b].

Corollary 8. If f; g 2 R� [a; b], then fg 2 R� [a; b], jf j 2 R� [a; b] and�����
Z b

a

fd�

����� �
Z b

a

jf j d�:

Proof : Since ' (x) = x2 is continuous, Lemma 7 and Theorem 19 yield

fg =
1

2

n
(f + g)

2 � f2 � g2
o
2 R� [a; b] :
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Since ' (x) = jxj is continuous, Theorem 19 yields jf j 2 R� [a; b]. Now choose
c = �1 so that c

R b
a
fd� � 0. Then the lemmas imply�����
Z b

a

fd�

����� = c

Z b

a

fd� =

Z b

a

(cf) d� �
Z b

a

jf j d�:

Proof (of Theorem 19): Let h = ' � f . We will show that h 2 R� [a; b] by
verifying the Cauchy criterion for integrals (0.3). Fix " > 0. Since ' is continuous
on the compact interval [m;M ], it is uniformly continuous on [m;M ] by Theorem
14. Thus we can choose � > 0 such that

j' (s)� ' (t)j < " whenever js� tj < �:

Since f 2 R� [a; b], there is by the Cauchy criterion a partition
P = fa = x0 < x1 < ::: < xN = bg

such that

(1.1) U (f ;P; �)� L (f ;P; �) < �":

Let

Mn = sup
[xn�1;xn]

f and mn = inf
[xn�1;xn]

f;

M�
n = sup

[xn�1;xn]

h and m�
n = inf

[xn�1;xn]
h;

and set
A = fn :Mn �mn < �g and B = fn :Mn �mn � �g :

The point of the index set A is that for each n 2 A we have
M�
n �m�

n = sup
x;y2[xn�1;xn]

j' (f (x))� ' (f (y))j � sup
js�tj�Mn�mn

j' (s)� ' (t)j

� sup
js�tj<�

j' (s)� ' (t)j � "; n 2 A:

As for n in the index set B, we have � � Mn �mn and the inequality (1.1) then
gives

�
X
n2B

4�n �
X
n2B

(Mn �mn)4 �n < �":

Dividing by � > 0 we obtain X
n2B

4�n < ":

Now we use the trivial bound

M�
n �m�

n � diam ' ([m;M ])

to compute that

U (h;P; �)� L (h;P; �) =

(X
n2A

+
X
n2B

)
(M�

n �m�
n)4 �n

�
X
n2A

"4 �n +
X
n2B

diam ' ([m;M ])4 �n

� " (� (b)� � (a)) + " diam ' ([m;M ])

= " [� (b)� � (a) + diam ' ([m;M ])] ;
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which veri�es (0.3) for the existence of
R b
a
hd� as required.

2. The Henstock-Kurtzweil integral

We can reformulate the " � � de�nition of the Riemann integral
R b
a
f in (0.5)

using a more general notion of partition, that of a tagged partition. If P =
fa = x0 < x1 < ::: < xN = bg is a partition of [a; b] and we choose points tn 2
[xn�1; xn] in each subinterval of P, then

P� = fa = x0 � t1 � x1 � ::: � xN�1 � tN � xN = bg ;
where x0 < x1 < ::: < xN ;

is called a tagged partition P� with underlying partition P. Thus a tagged parti-
tion consists of two �nite intertwined sequences fxngNn=0 and ftng

N
n=1, where the

sequence fxngNn=0 is strictly increasing and the sequence ftng
N
n=1 need not be. For

every tagged partition P� of [a; b], de�ne the corresponding Riemann sum S (f ;P�)
by

S (f ;P�) =
NX
n=1

f (tn)4 xn:

Note that inf [xn�1;xn] f � f (tn) � sup[xn�1;xn] f implies that

L (f ;P) � S (f ;P�) � U (f ;P)
for all tagged partitions P� with underlying partition P.

Now observe that if f 2 R [a; b], " > 0 and the partition P satis�es
U (f ;P)� L (f ;P) < ";

then every tagged partition P� with underlying partition P satis�es

(2.1)

�����S (f ;P�)�
Z b

a

f

����� � U (f ;P)� L (f ;P) < ":

Conversely if for each " > 0 there is a partition P such that every tagged partition
P� with underlying partition P satis�es (2.1), then (0.3) holds and so f 2 R [a; b].

However, we can also formulate this approach using the "� � form (0.5) of the
de�nition of

R b
a
f . The result is that f 2 R [a; b] if and only if

There is L 2 R such that for every " > 0 there is � > 0 such that(2.2)

jS (f ;P�)� Lj < " whenever kP�k < �:

Of course if such a number L exists we write L =
R b
a
f and call it the Riemann

integral of f on [a; b]. Here we de�ne kP�k to be kPk where P is the underlying
partition of P�. The reader can easily verify that f 2 R [a; b] if and only if the
above condition (2.2) holds.

Now comes the clever insight of Henstock and Kurtzweil. We view the positive
constant � in (2.2) as a function on the interval [a; b], and replace it with an arbitrary
(not necessarily constant) positive function � : [a; b] ! (0;1). We refer to such
an arbitrary positive function � : [a; b]! (0;1) as a guage on [a; b]. Then for any
guage on [a; b], we say that a tagged partition P� on [a; b] is �-�ne provided
(2.3) [xn�1; xn] � (tn � � (tn) ; tn + � (tn)) ; 1 � n � N:
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Thus P� is �-�ne if each tag tn 2 [xn�1; xn] has its associated guage value � (tn)
su¢ ciently large that the open interval centered at tn with radius � (tn) contains
the nth subinterval [xn�1; xn] of the partition P. Now we can give the de�nition of
the Henstock and Kurtzweil integral.

Definition 9. A function f : [a; b] ! R is Henstock-Kurtzweil integrable on
[a; b], written f 2 HK [a; b], if there is L 2 R such that for every " > 0 there is a
guage �" : [a; b]! (0;1) on [a; b] such that

jS (f ;P�)� Lj < " whenever P� is �"-�ne:

It is clear that if f 2 R [a; b] is Riemann integrable, then f satis�es De�nition
9 with L =

R b
a
f - simply take �" to be the constant guage � in (2.2). However,

for this new de�nition to have any value it is necessary that such an L is uniquely
determined by De�nition 9. This is indeed the case and relies crucially on the fact
that [a; b] is compact. Here are the details.

Suppose that De�nition 9 holds with both L and L0. Let " > 0. Then there
are guages �" and �

0
" on [a; b] such that

jS (f ;P�)� Lj < " whenever P� is �"-�ne;
jS (f ;P�)� L0j < " whenever P� is �0"-�ne:

Now de�ne
�" (x) = min

�
�" (x) ; �

0
" (x)

	
; a � x � b:

Then �" is a guage on [a; b]. Here is the critical point: we would like to produce
a tagged partition P�" that is �"-�ne! Indeed, if such a tagged partition P�" exists,
then P�" would also be �"-�ne and �0"-�ne (since �" � �" and �" � �0") and hence

jL� L0j � jS (f ;P�" )� Lj+ jS (f ;P�" )� L0j < 2"
for all " > 0, which forces L = L0.

However, if � is any guage on [a; b], let

B (x; � (x)) = (x� � (x) ; x+ � (x)) and B
�
x;
� (x)

2

�
=

�
x� � (x)

2
; x+

� (x)

2

�
:

Then
n
B
�
x; �(x)2

�o
x2[a;b]

is an open cover of the compact set [a; b], hence there

is a �nite subcover
n
B
�
xn;

�(xn)
2

�oN
n=0

. We may assume that every interval

B
�
xn;

�(xn)
2

�
is needed to cover [a; b] by discarding any in turn which are included

in the union of the others. We may also assume that a � x0 < x1 < ::: < xN � b.

It follows that B
�
xn�1;

�(xn�1)
2

�
\ B

�
xn;

�(xn)
2

�
6= ;, so the triangle inequality

yields

jxn � xn�1j <
� (xn�1) + � (xn)

2
; 1 � n � N:

If � (xn) � � (xn�1) then

[xn�1; xn] � B (xn; � (xn)) ;

and so we de�ne
tn = xn:

Otherwise, we have � (xn�1) > � (xn) and then

[xn�1; xn] � B (xn�1; � (xn�1)) ;
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and so we de�ne
tn = xn�1:

The tagged partition

P� = fa = x0 � t1 � x1 � ::: � xN�1 � tN � xN = bg
is then �-�ne.

With the uniqueness of the Henstock-Kurtzweil integral in hand, and the fact
that it extends the de�nition of the Riemann integral, we can without fear of confu-
sion denote the Henstock-Kurtzweil integral by

R b
a
f when f 2 HK [a; b]. It is now

possible to develop the standard properties of these integrals as in Theorem 19 and
the lemmas above for Riemann integrals. The proofs are typically very similar to
those commonly used for Riemann integration. One exception is the Fundamental
Theorem of Calculus for the Henstock-Kurtzweil integral, which requires a more
complicated proof. In fact, it turns out that the theory of the Henstock-Kurtzweil
integral is su¢ ciently rich to include the theory of the Lebesgue integral, which we
consider in detail in a later chapter. For further development of the theory of the
Henstock-Kurtzweil integral we refer the reader to Bartle and Sherbert [1] and the
references given there.

3. Exercises

Exercise 5. De�ne a sequence ffng1n=1 of bounded continuous functions on
[0; 1) by

fn (x) = �(0;1) (x)min
n
x�

1
4 ; 2

n
4

o
:

(1) Prove that ffng1n=1 is a Cauchy sequence in L2R ([0; 1)), the vector space
of Riemann integrable functions on [0; 1) with metric

d (f; g) =

�Z 1

0

jf (x)� g (x)j2 dx
� 1

2

;

after we have identi�ed functions f and g with d (f; g) = 0.
(2) Prove that there is no (bounded) Riemann integrable function f such that

fn ! f in L2R ([0; 1)).





CHAPTER 4

Lebesgue measure theory

Recall that f is Riemann integrable on [0; 1), written f 2 R [0; 1), if U (f) =
L (f), and we denote the common value by

R 1
0
f or

R 1
0
f (x) dx. Here U (f) and

L (f) are the upper and lower Riemann integrals of f on [0; 1) respectively given
by

U (f) = inf
P
U (f ;P) � inf

P

NX
n=1

 
sup

[xn�1;xn)

f

!
4 xn;

L (f) = sup
P
L (f ;P) � sup

P

NX
n=1

�
inf

[xn�1;xn)
f

�
4 xn;

where P = f0 = x0 < x1 < ::: < xN = 1g is any partition of [0; 1) and 4xn =
xn � xn�1 > 0. This de�nition di¤ers from that in De�nition 7 only in that the
subinterval [xn�1; xn) used here is di¤erent from the subinterval [xn�1; xn] used
there. It is an easy exercise to show these two de�nitions coincide for bounded f
on [0; 1), regardless of the value f may take at 1. For convenience we work with
[0; 1) in place of [0; 1] for now.

This de�nition is simple and easy to work with and applies in particular to
bounded continuous functions f on [0; 1) since it is not too hard to prove that
f 2 R [0; 1) for such f , see e.g. Theorem 17 with � (x) � x. However, if we
consider the vector space L2R ([0; 1)) of Riemann integrable functions f 2 R [0; 1)
endowed with the metric

d (f; g) =

�Z 1

0

jf (x)� g (x)j2 dx
� 1

2

;

it turns out that while L2R ([0; 1)) can indeed be proved a metric space (actually we
must consider equivalence classes of functions where we identify functions f and
g if

R 1
0
jf (x)� g (x)j2 dx = 0), it fails to be complete. This is a serious shortfall

of Riemann�s theory of integration, and is our main motivation for considering the
more complicated theory of Lebesgue below. We note that the immediate reason
for the lack of completeness of L2R ([0; 1)) is the inability of Riemann�s theory to
handle general unbounded functions. For example, the sequence ffng1n=1 de�ned
on [0; 1) by

fn (x) = �[0;1) (x)min
n
x�

1
4 ; 2

n
4

o
is a Cauchy sequence in L2R ([0; 1)) that clearly has no bounded function as limit
in L2R ([0; 1)). Indeed,

d (fn; fn+1)
2
=

Z 2�n

0

jfn+1 (x)� fn (x)j2 dx �
Z 2�n

0

��2n4 ��2 dx = 2�n
2

33
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and so for m > n we have

d (fn; fm) �
m�1X
k=n

d (fk; fk+1) �
m�1X
k=n

2�
k
4 ! 0 as n!1:

However, even locally there are problems, and here is a sketch of one such
problem. Indeed, once we have Lebesgue�s theory in hand, we can construct a
famous example of a Lebesgue measurable subset E of [0; 1) with the (somewhat
surprising) property that

0 < jE \ (a; b)j < b� a; 0 � a < b � 1;

where jF j denotes the Lebesgue measure of a measurable set F (see Problem 3
below). It follows that the characteristic function �E is bounded and Lebesgue
measurable, but that there is no Riemann integrable function f such that f =
�E almost everywhere, since such an f would satisfy U (f) = 1 and L (f) = 0.
Nevertheless, by Lusin�s Theorem (see Theorem 35 below or page 34 in [6] or page
55 in [4]) there is a sequence of compactly supported continuous functions (hence
Riemann integrable) converging to �E almost everywhere and that are uniformly
bounded. By the Dominated Convergence Theorem 31 below, this sequence is
Cauchy in L2R ([0; 1)).

On the other hand, in Lebesgue�s theory of integration, we partition the range
[0;M) of the bounded function f into a homogeneous partition,

[0;M) =

N[
n=1

�
(n� 1)M

N
;n
M

N

�
�

N[
n=1

In;

and we consider the associated upper and lower Lebesgue sums of f on [0; 1) de�ned
by

U� (f ;P) =
NX
n=1

�
n
M

N

� ��f�1 (In)�� ;
L� (f ;P) =

NX
n=1

�
(n� 1)M

N

� ��f�1 (In)�� ;
where of course

f�1 (In) =

�
x 2 [0; 1) : f (x) 2 In =

�
(n� 1)M

N
;n
M

N

��
;

and jEj denotes the "measure" or "length" of the subset E of [0; 1).
Here there will be no problem obtaining that U� (f ;P) � L� (f ;P) is small

provided we can make reasonable sense of
��f�1 (In)��. But this is precisely the

di¢ culty with Lebesgue�s approach - we need to de�ne a notion of "measure" or
"length" for subsets E of [0; 1). That this is not going to be as easy as we might
hope is evidenced by the following negative result. Let P ([0; 1)) denote the power
set of [0; 1), i.e. the set of all subsets of [0; 1). For x 2 [0; 1) and E 2 P ([0; 1)) we
de�ne the translation E � x of E by x to be the set in P ([0; 1)) de�ned by

E � x = E + x (mod 1)

= fz 2 [0; 1) : there is y 2 E with y + x� z 2 Zg :
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Theorem 20. There is no map � : P ([0; 1))! [0;1) satisfying the following
three properties:

(1) � ([0; 1)) = 1,

(2) �
� �S1

n=1En

�
=
P1
n=1 � (En) whenever fEng

1
n=1 is a pairwise disjoint

sequence of sets in P ([0; 1)),
(3) � (E � x) = � (E) for all E 2 P ([0; 1)).

Remark 7. All three of these properties are desirable for any notion of measure
or length of subsets of [0; 1). The theorem suggests then that we should not demand
that every subset of [0; 1) be "measurable". This will then restrict the functions f
that we can integrate to those for which f�1 ([a; b)) is "measurable" for all �1 <
a < b <1.

Proof : Let frng1n=1 = Q \ [0; 1) be an enumeration of the rational numbers
in [0; 1). De�ne an equivalence relation on [0; 1) by declaring that x � y if x �
y 2 Q. Let A be the set of equivalence classes. Use the axiom of choice to
pick a representative a = hAi from each equivalence class A in A. Finally, let
E = fhAi : A 2 Ag be the set consisting of these representatives a, one from each
equivalence class A in A.

Then we have

[0; 1) =
�[1

n=1
E � rn:

Indeed, if x 2 [0; 1), then x 2 A for some A 2 A, and thus x � a = hAi, i.e.
x � a 2 Q. If x � a then x � a 2 Q \ [0; 1) and x = a + rm where a 2 E and
rm 2 frng1n=1. If x < a then x� a+ 1 = rm 2 Q \ [0; 1), i.e. a+ rm � x = 1 2 Q
where a 2 E, and it follows by de�nition that x 2 E�rm. Finally, if a�rm = b�rn,
then a	 b = rn 	 rm 2 Q which implies that a � b and then rn = rm.

Now by properties (1), (2) and (3) in succession we have

1 = � ([0; 1)) = �

 �[1

n=1
E � rn

!
=

1X
n=1

� (E � rn) =
1X
n=1

� (E) ;

which is impossible since the in�nite series
P1
n=1 � (E) is either 1 if � (E) > 0 or

0 if � (E) = 0.

1. Lebesgue measure on the real line

In order to de�ne a "measure" satisfying the three properties in Theorem 20,
we must restrict the domain of de�nition of the set functional � to a "suitable"
proper subset of the power set P ([0; 1)). A good notion of "suitable" is captured
by the following de�nition where we expand our quest for measure to the entire
real line.

Definition 10. A collection A � P (R) of subsets of real numbers R is called
a �-algebra if the following properties are satis�ed:

(1) � 2 A,
(2) Ac 2 A whenever A 2 A,
(3)

S1
n=1An 2 A whenever An 2 A for all n.

Here is the theorem asserting the existence of "Lebesgue measure" on the real
line.
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Theorem 21. There is a �-algebra L � P (R) and a function � : L ! [0;1]
such that

(1) [a; b) 2 L and � ([a; b)) = b� a for all �1 < a < b <1,

(2) �
� �S1

n=1En

�
=
P1
n=1 � (En) whenever fEng

1
n=1 is a pairwise disjoint

sequence of sets in L,
(3) E + x 2 L and � (E + x) = � (E) for all E 2 L,
(4) E 2 L and � (E) = 0 whenever E � F and F 2 L with � (F ) = 0.

The sets in the �-algebra L are called Lebesgue measurable sets. A pair (L; �)
satisfying only property (2) is called a measure space. Property (1) says that the
measure � is an extension of the usual length function on intervals. Property (3)
says that the measure is translation invariant, while property (4) says that the
measure is complete.

From property (2) and the fact that � is nonnegative, and �nite on intervals,
we easily obtain the following elementary consequences (where membership in L is
implied by context):

� 2 L and � (�) = 0,(1.1)

E 2 L for every open set E in R,
� (I) = b� a for any interval I with endpoints a and b,
� (E) = sup

n
� (En) = lim

n!1
� (En) if En % E,

� (E) = inf
n
� (En) = lim

n!1
� (En) if En & E and � (E1) <1.

For example, the fourth line follows from writing

E = E1
�
[
( �[1

n=1
En+1 \ (En)c

)
and then using property (2) of �.

To prove Theorem 21 we follow the treatment in [6] with simpli�cations due to
the fact that Theorem 15 implies the connected open subsets of the real numbers
R are just the open intervals (a; b). De�ne for any E 2 P (R), the outer Lebesgue
measure �� (E) of E by,
(1.2)

�� (E) = inf

( 1X
n=1

(bn � an) : E �
�[1

n=1
(an; bn) and �1 � an < bn � 1

)
:

It is immediate that �� is monotone,

�� (E) � �� (F ) if E � F:

A little less obvious is countable subadditivity of ��. The reason lies in the use of
pairwise disjoint covers of E by open intervals in the de�nition of �� (E) in (1.2).
If we had instead used arbitrary open covers by open intervals in the de�nition,
then countable subadditivity of �� would have been trivial.

Lemma 10. �� is countably subadditive:

��

 1[
n=1

En

!
�

1X
n=1

�� (En) ; fEng1n=1 � P (R) :
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Proof : Given 0 < " < 1, we have En �
�S1
k=1 (ak;n; bk;n) with

1X
k=1

(bk;n � ak;n) < �� (En) +
"

2n
; n � 1:

Now let
1[
n=1

 �[1

k=1
(ak;n; bk;n)

!
=

�[M�

m=1
(cm; dm) ;

where M� 2 N [ f1g. Then de�ne disjoint sets of indices

Im = f(k; n) : (ak;n; bk;n) � (cm; dm)g :

In the case cm; dm 2 R, we can choose by compactness a �nite subset Fm of Im
such that

(1.3)
h
cm +

"

2
�m; dm �

"

2
�m

i
�

1[
(k;n)2Fm

(ak;n; bk;n) ;

where �m = dm � cm. We may assume that each such interval (ak;n; bk;n) has
nonempty intersection with the compact interval on the left side of (1.3). Fix m
and arrange the left endpoints fak;ng(k;n)2Fm in strictly increasing order faigIi=1
and denote the corresponding right endpoints by bi (if there is more than one
interval (ai; bi) with the same left endpoint ai, discard all but one of the largest of
them). From (1.3) it now follows that ai+1 2 (ai; bi) for i < I since otherwise bi
would be in the left side of (1.3), but not in the right side, a contradiction. Thus
ai+1 � ai � bi � ai for 1 � i < I and we have the inequality

(1� ") �m =
�
dm �

"

2
�m

�
�
�
cm +

"

2
�m

�
� bI � a1 = (bI � aI) +

I�1X
i=1

(ai+1 � ai)

�
IX
i=1

(bi � ai) �
X

(k;n)2Fm

(bk;n � ak;n)

�
X

(k;n)2Im

(bk;n � ak;n) :

We also observe that a similar argument shows that
P

(k;n)2Im (bk;n � ak;n) = 1
if �m =1. Then we have

�� (E) �
1X
m=1

�m �
1

1� "

1X
m=1

X
(k;n)2Fm

(bk;n � ak;n)

� 1

1� "
X
k;n

(bk;n � ak;n) =
1

1� "

1X
n=1

1X
k=1

(bk;n � ak;n)

<
1

1� "

1X
n=1

�
�� (En) +

"

2n

�
=

1

1� "

1X
n=1

�� (En) +
"

1� " :

Let "! 0 to obtain the countable subadditivity of ��.
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Definition 11. Now de�ne the subset L of P (R) to consist of all subsets A
of the real line such that for every " > 0, there is an open set G � A satisfying

(1.4) �� (G nA) < ":

Remark 8. Condition (1.4) says that A can be well approximated from the
outside by open sets. The most di¢ cult task we will face below in using this de�ni-
tion of L is to prove that such sets A can also be well approximated from the inside
by closed sets.

Set
� (A) = �� (A) ; A 2 L:

Trivially, every open set and every interval is in L. We will use the following two
claims in the proof of Theorem 21.

Claim 2. If G is open and G =
�SN�

n=1 (an; bn) (where N
� 2 N [ f1g) is the

decomposition of G into its connected components (an; bn) (Proposition 2 of Chapter
2), then

� (G) = �� (G) =
N�X
n=1

(bn � an) :

We �rst prove Claim 2 when N� < 1. If G �
�S1
m=1 (cm; dm), then for each

1 � n � N�, (an; bn) � (cm; dm) for some m since (an; bn) is connected. If

Im = fn : (an; bn) � (cm; dm)g ;

it follows upon arranging the an in increasing order thatX
n2Im

(bn � an) � dm � cm;

since the intervals (an; bn) are pairwise disjoint. We now conclude that

�� (G) = inf

( 1X
m=1

(dm � cm) : G �
�[1

m=1
(cm; dm)

)

�
1X
m=1

X
n2Im

(bn � an) =
N�X
n=1

(bn � an) ;

and hence that �� (G) =
PN�

n=1 (bn � an) by de�nition since G �
�SN�

m=1 (an; bn).
Finally, if N� =1, then from what we just proved and monotonicity, we have

�� (G) � ��

 �[N

m=1
(an; bn)

!
=

NX
n=1

(bn � an)

for each 1 � N <1. Taking the supremum over N gives �� (G) �
P1
n=1 (bn � an),

and then equality follows by de�nition since G �
�S1
n=1 (an; bn).

Claim 3. If A and B are disjoint compact subsets of R, then

�� (A) + �� (B) = �� (A [B) :
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First note that

� = dist (A;B) � inf fjx� yj : x 2 A; y 2 Bg > 0;
since the function f (x; y) � jx� yj is positive and continuous on the closed and
bounded (hence compact) subset A � B of the plane - Theorem 12 shows that f
achieves its in�mum dist (A;B), which is thus positive. So we can �nd open sets
U and V such that

A � U and B � V and U \ V = �:

For example, U =
S
x2AB

�
x; �2

�
and V =

S
x2B B

�
x; �2

�
work. Now suppose that

A [B � G open:

Then we have

A � U \G =
�[K�

k=1
(ek; fk) and B � V \G =

�[L�

`=1
(g`; h`) ;

and then from Claim 2 and monotonicity of �� we obtain, using that G contains
the disjoint union of U \G and V \G,

�� (A) + �� (B) �
K�X
k=1

(fk � ek) +
L�X
`=1

(h` � g`)

= ��

0@0@ �[K�

k=1
(ek; fk)

1A �
[

0@ �[L�

`=1
(g`; h`)

1A1A
� �� (G) :

Taking the in�mum over such G gives �� (A) + �� (B) � �� (A [B), and subaddi-
tivity of �� now proves equality.

Proof (of Theorem 21): We now prove that L is a �-algebra and that L and �
satisfy the four properties in the statement of Theorem 21. First we establish that
L is a �-algebra in four steps.

Step 1: A 2 L if �� (A) = 0.
Given " > 0, there is an open G � A with �� (G) < ". But then �� (G nA) �

�� (G) < " by monontonicity.

Step 2:
S1
n=1An 2 L whenever An 2 L for all n.

Given " > 0, there is an open Gn � An with �� (Gn nAn) < "
2n . Then

A �
S1
n=1An is contained in the open set G �

S1
n=1Gn, and since G n A is

contained in
S1
n=1 (Gn nAn), monotonicity and subadditivity of �� yield

�� (G nA) � ��

 1[
n=1

(Gn nAn)
!
�

1X
n=1

�� (Gn nAn) <
1X
n=1

"

2n
= ":

Step 3: A 2 L if A is closed.
Suppose �rst that A is compact, and let " > 0. Then using Claim 2 there is

G =
�SN�

n=1 (an; bn) containing A with

�� (G) =

1X
n=1

(bn � an) � �� (A) + " <1:



40 4. LEBESGUE MEASURE THEORY

Now G n A is open and so G n A =
�SM�

m=1 (cm; dm) by Proposition 2. We want to
show that �� (G nA) � ". Fix a �nite M �M� and

0 < � <
1

2
min

1�m�M
(dm � cm) :

Then the compact set

K� =
M[
m=1

[cm + �; dm � �]

is disjoint from A, so by Claim 3 and induction we have

�� (A [K�) = �� (A) + �� (K�) = �� (A) +
MX
m=1

�� ([cm + �; dm � �]) :

We conclude from subadditivity and A [K� � G that

�� (A) +
MX
m=1

(dm � cm � 2�) = �� (A [K�) � �� (G) � �� (A) + ":

Since �� (A) <1 for A compact, we thus have

MX
m=1

(dm � cm) � "+ 2M�

for all 0 < � < 1
2 min1�m�M (dm � cm). Hence

PM
m=1 (dm � cm) � " and taking

the supremum in M �M� we obtain from Claim 2 that

�� (G nA) =
M�X
m=1

(dm � cm) � ":

Finally, ifA is closed, it is a countable union of compact setsA =
S1
n=1 ([�n; n] \A),

and hence A 2 L by Step 2.
Step 4: Ac 2 L if A 2 L.

For each n � 1 there is by Claim 2 an open set Gn � A such that �� (Gn nA) <
1
n . Then Fn � Gcn is closed and hence Fn 2 L by Step 3. Thus

S �
1[
n=1

Fn 2 L; S � Ac;

and Ac n S � Gn nA for all n implies that

�� (Ac n S) � �� (Gn nA) <
1

n
; n � 1:

Thus �� (Ac n S) = 0 and by Step 1 we have Ac nS 2 L. Finally, Step 2 shows that
Ac = S [ (Ac n S) 2 L:

Thus far we have shown that L is a �-algebra, and we now turn to proving that
L and � satisfy the four properties in Theorem 21. Property (1) is an easy exercise.
Property (2) is the main event. Let fEng1n=1 be a pairwise disjoint sequence of sets

in L, and let E =
�S1
n=1En.
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We will consider �rst the case where each of the sets En is bounded. Let " > 0
be given. Then Ecn 2 L and so there are open sets Gn � Ecn such that

�� (Gn n Ecn) <
"

2n
; n � 1:

Equivalently, with Fn = Gcn, we have Fn closed, contained in En, and

�� (En n Fn) <
"

2n
; n � 1:

Thus the sets Fn in the sequence fFng1n=1 are compact and pairwise disjoint. Claim
3 and induction shows that

NX
n=1

�� (Fn) = ��

 
N[
n=1

Fn

!
� �� (E) ; N � 1;

and taking the supremum over N yields
1X
n=1

�� (Fn) � �� (E) :

Thus we have
1X
n=1

�� (En) �
1X
n=1

f�� (En n Fn) + �� (Fn)g

�
1X
n=1

"

2n
+

1X
n=1

�� (Fn) � "+ �� (E) :

Since " > 0 we conclude that
P1
n=1 �

� (En) � �� (E), and subadditivity of �� then
proves equality.

In general, de�ne En;k = En \ [k; k + 1) for k 2 Z so that

E =
�[1

n=1
En =

�[
n�1;k2Z

En;k:

Then from what we just proved applied �rst to E and then to En we have

�� (E) =
X

n�1;k2Z
�� (En;k) =

1X
n=1

 X
k2Z

�� (En;k)

!
=

1X
n=1

�� (En) :

Finally, property (3) follows from the observation that E �
�S1
n=1 (an; bn) if and

only if E + x �
�S1
n=1 (an + x; bn + x). It is then obvious that �

� (E + x) = �� (E)
and that E + x 2 L if E 2 L. Property (4) is immediate from Step 1 above. This
completes the proof of Theorem 21.

Remark 9. The above proof also establishes the regularity of Lebesgue measure:
for every E 2 L and " > 0, there is a closed set F and an open set G satisfying

F � E � G;

� (G n F ) < ":

This follows from the de�nition of L together with the fact that L is closed under
complementation.
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2. Measurable functions and integration

Let [�1;1] = R [ f�1;1g be the extended real numbers with order and
(some) algebra operations de�ned by

�1 < x <1; x 2 R;
x+1 = 1; x 2 R;
x�1 = �1; x 2 R;
x � 1 = 1; x > 0;

x � 1 = �1; x < 0;

0 � 1 = 0:

The �nal assertion 0 � 1 = 0 is dictated by
P1
n=1 an = 0 if all the an = 0. It turns

out that these de�nitions give rise to a consistent theory of measure and integration
of functions with values in the extended real number system.

Let f : R! [�1;1]. We say that f is (Lebesgue) measurable if

f�1 ([�1; x)) 2 L; x 2 R:

The simplest examples of measurable functions are the characteristic functions �E
of measurable sets E. Indeed,

(�E)
�1
([�1; x)) =

8<: � if x � 0
Ec if 0 < x � 1
R if x > 1

:

It is then easy to see that �nite linear combinations s =
PN
n=1 an�En of such

characteristic functions �En , called simple functions, are also measurable. Here
an 2 R and En is a measurable subset of R with �nite measure. Note that these
functions are those arising as upper and lower Lebesgue sums. However, since the
di¤erence of upper and lower Lebesgue sums is automatically controlled, we proceed
to develop integration by an approximation method instead. It turns out that if we
de�ne the integral of a simple function s =

PN
n=1 an�En byZ

R
s =

NX
n=1

an� (En) ;

the value is independent of the representation of s as a simple function. Armed
with this fact we can then extend the de�nition of integral

R
R f to functions f that

are nonnegative on R, and then to functions f such that
R
R jf j <1.

At each stage one establishes the relevant properties of the integral along with
the most useful theorems. For the most part these extensions are rather routine, the
cleverness inherent in the theory being in the overarching organization of the con-
cepts rather than in the details of the demonstrations. As a result, we will merely
state the main results in logical order and sketch proofs when not simply routine.
We will however give fairly detailed proofs of the three famous convergence theo-
rems, the Monotone Convergence Theorem, Fatou�s Lemma, and the Dominated
Convergence Theorem. The reader is referred to the excellent exposition in [6] for
the complete story including many additional fascinating insights.
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2.1. Properties of measurable functions. From now on we denote the
Lebesgue measure of a measurable subset E of R by jEj rather than by � (E) as in
the previous sections. We say that two measurable functions f; g : R ! [�1;1]
are equal almost everywhere (often abbreviated a:e:) if

jfx 2 R : f (x) 6= g (x)gj = 0:
We say that f is �nite-valued if f : R! R. We now collect a number of elementary
properties of measurable functions.

Lemma 11. Suppose that f; fn; g : R! [�1;1] for n 2 N.
(1) If f is �nite-valued, then f is measurable if and only if f�1 (G) 2 L for

all open sets G � R if and only if f�1 (F ) 2 L for all closed sets F � R.
(2) If f is �nite-valued and continuous, then f is measurable.
(3) If f is �nite-valued and measurable and � : R ! R is continuous, then

� � f is measurable.
(4) If ffng1n=1 is a sequence of measurable functions, then the following func-

tions are all measurable:

sup
n
fn (x) ; inf

n
fn (x) ; ::: lim sup

n!1
fn (x) ; lim inf

n!1
fn (x) :

(5) If ffng1n=1 is a sequence of measurable functions and f (x) = limn!1 fn (x),
then f is measurable.

(6) If f is measurable, so is fn for n 2 N.
(7) If f and g are �nite-valued and measurable, then so are f + g and fg.
(8) If f is measurable and f = g almost everywhere, then g is measurable.

Comments: For property (1), �rst show that f is measurable if and only if
f�1 ((a; b)) 2 L for all �1 < a < b < 1. For property (3) use (� � f)�1 (G) =
f�1

�
��1 (G)

�
and note that ��1 (G) is open if G is open. For property (7), use

ff + g > ag =
[
r2Q

[ff > a� rg \ fg > rg] ; a 2 R;

fg =
1

4

h
(f + g)

2 � (f � g)2
i
:

Example 3. It is not always true that f �� is measurable when � : R! R is
continuous and f is measurable. To see this recall the construction of the Cantor

set E �
1\
k=0

Kk, where Kk =
2k[
j=1

Ikj . Denote the open middle third of the closed

interval Ikj by G
k
j . De�ne the Cantor function F : [0; 1]! [0; 1] by

F (x) =
1

21
for x 2 G01 =

�
1

3
;
2

3

�
;

F (x) =
1

22
for x 2 G11 =

�
1

9
;
2

9

�
; F (x) =

3

22
for x 2 G12 =

�
7

9
;
8

9

�
;

F (x) =
1

23
for x 2 G21; F (x) =

3

23
for x 2 G22;

F (x) =
5

23
for x 2 G23; F (x) =

7

23
for x 2 G24;

F (x) =
2j � 1
2k

for x 2 Gk�1j ; 1 � j � 2k; k � 1;
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and then extend F to the Cantor set E = [0; 1]n

0@[
k;j

Gkj

1A by continuity. (Exercise:

Prove there exists a unique continuous extension.) Now de�ne

G (x) =
F (x) + x

2
; 0 � x � 1:

Then G : [0; 1] ,! [0; 1] is one-to-one (strictly increasing) and onto, hence the
inverse function � � G�1 : [0; 1] ,! [0; 1] is continuous by Corollary 6. Now
jG ([0; 1] n E)j = 1

2 j[0; 1] n Ej =
1
2 by construction, and so jG (E)j = 1�

1
2 =

1
2 . We

have

G (E) =
�[

n�1
fG (E) \ (A� rn)g ;

and if Bn � G (E) \ (A� rn) 2 L, then

1X
j=1

jBn � rj j =

������
�[

j�1
(Bn � rj)

������ � 1
implies that jBnj = 0. Since jG (E)j > 0, it follows that Bn =2 L for some n � 1.
Denote such a set Bn by B. Then f = ��(B) is measurable since � (B) � E is a
null set. On the other hand, f � � = �B is not meaurable, despite the continuity
of �.

Recall that a measurable simple function ' (i.e. the range of ' is �nite and '
vanishes o¤ a set of �nite measure) has the form

' =
NX
k=1

�k�Ek ; �k 2 R; Ek 2 L:

Next we collect two approximation properties of simple functions.

Proposition 3. Let f : R! [�1;1] be measurable.
(1) If f is nonnegative there is an increasing sequence of nonnegative simple

functions f'kg
1
k=1 that converges pointwise and monotonically to f :

'k (x) � 'k+1 (x) and lim
k!1

'k (x) = f (x) ; for all x 2 R:

(2) There is a sequence of simple functions f'kg
1
k=1 satisfying

j'k (x)j �
��'k+1 (x)�� and lim

k!1
'k (x) = f (x) ; for all x 2 R:

Comments: To prove (1) let fM = min ff;Mg�[�M;M ], and for 0 � n < NM
de�ne

En;N;M =

�
x 2 R : n

N
< fM (x) �

n+ 1

N

�
:

Then 'k (x) =
P2kk
n=1

n
2k
�E

n;2k;k
(x) works. Property (2) follows from applying (1)

to the positive and negative parts of f :

f+ (x) = max ff (x) ; 0g and f� (x) = max f�f (x) ; 0g :
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2.2. Properties of integration and convergence theorems. If ' is a
measurable simple function (i.e. its range is a �nite set and it vanishes o¤ a set of
�nite measure), then ' has a unique canonical representation

' =
NX
k=1

�k�Ek ;

where the real (or even complex) constants �k are distinct and nonzero, and the
measurable sets Ek are pairwise disjoint. We de�ne the Lebesgue integral of ' byZ

' (x) dx =
NX
k=1

�k jEkj :

If E is a measurable subset of R and ' is a measurable simple function, then so is
�E', and we de�ne Z

E

' (x) dx =

Z
(�E') (x) dx:

Lemma 12. Suppose that ' and  are measurable simple functions and that
E;F 2 L.

(1) If ' =
PM
k=1 �k�Fk (not necessarily the canonical representation), thenZ

' (x) dx =
MX
k=1

�k jFkj :

(2)
R
(a'+ b ) = a

R
'+ b

R
 for a; b 2 C,

(3)
R
E[F ' =

R
E
'+

R
F
' if E \ F = �,

(4)
R
' �

R
 if ' �  ,

(5)
��R '�� � R j'j.

Properties (2) - (5) are usually referred to as linearity, additivity, monotonicity
and the triangle inequality respectively. The proofs of (1) - (5) are routine.

Now we turn to de�ning the integral of a nonnegative measurable function
f : R! [0;1]. For such f we de�neZ

f (x) dx = sup

�Z
' (x) dx : 0 � ' � f and ' is simple

�
:

It is essential here that f be permitted to take on the value 1, and that the
supremum may be1 as well. We say that f is (Lebesgue) integrable if

R
f (x) dx <

1. For E measurable de�neZ
E

f (x) dx =

Z
(�Ef) (x) dx:

Here is an analogue of Lemma 12 whose proof is again routine.

Lemma 13. Suppose that f; g : R ! [0;1] are nonnegative measurable func-
tions and that E;F 2 L.

(1)
R
(af + bg) = a

R
f + b

R
g for a; b 2 (0;1),

(2)
R
E[F f =

R
E
f +

R
F
f if E \ F = �,

(3)
R
f �

R
g if 0 � f � g,

(4) If
R
f <1, then f (x) <1 for a.e. x,

(5) If
R
f = 0, then f (x) = 0 for a.e. x.
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Note that convergence of integrals does not always follow from pointwise con-
vergence of the integrands. For example,

lim
n!1

Z
�[n;n+1] (x) dx = 1 6= 0 =

Z
lim
n!1

�[n;n+1] (x) dx;

and

lim
n!1

Z
n�(0; 1n )

(x) dx = 1 6= 0 =
Z

lim
n!1

n�[0; 1n ]
(x) dx:

In each of these examples, the mass of the integrands "disappears" in the limit; at
"in�nity" in the �rst example and at the origin in the second example. Here are our
�rst two classical convergence theorems giving conditions under which convergence
does hold. The �rst generalizes the property in line 4 of (1.1):

� (E) = sup
n
� (En) = lim

n!1
� (En) if En % E.

Theorem 22. (Monotone Convergence Theorem) Suppose that ffng1n=1 is an
increasing sequence of nonnegative measurable functions, i.e. fn (x) � fn+1 (x),
and let

f (x) = sup
n
fn (x) = lim

n!1
fn (x) :

Then f is nonegative and measurable andZ
f (x) dx = sup

n

Z
fn (x) dx = lim

n!1

Z
fn (x) dx:

Proof : Since
R
fn �

R
fn+1 we have limn!1

R
fn = L 2 [0;1]. Now f is

measurable and fn � f implies
R
fn �

R
f so that

L � sup
n

Z
fn �

Z
f:

To prove the opposite inequality, momentarily �x a simple function ' such that
0 � ' � f . Choose c < 1 and de�ne

En = fx 2 R : fn (x) � c' (x)g ; n � 1:
Then En is an increasing sequence of measurable sets with

S1
n=1En = R. We haveZ

fn �
Z
En

fn � c

Z
En

'; n � 1:

Now let ' =
PN
k=1 �k�Fk be the canonical representation of '. ThenZ

En

' =
NX
k=1

�k jEn \ Fkj ;

and since limn!1 jEn \ Fkj = jFkj by the fourth line in (1.1), we obtain thatZ
En

' =
NX
k=1

�k jEn \ Fkj !
NX
k=1

�k jFkj =
Z
'

as n!1. Altogether then we have

L = lim
n!1

Z
fn � c

Z
'

for all c < 1, which implies L �
R
' for all simple ' with 0 � ' � f , which implies

L �
R
f as required.
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Note that as a corollary we have
R
f = limk!1

R
'k where the simple functions

'k are as in (1) of Proposition 3. We also have this.

Corollary 9. Suppose that ak (x) � 0 is measurable for k � 1. ThenZ 1X
k=1

ak (x) dx =
1X
k=1

Z
ak (x) dx:

To prove the corollary apply the Monotone Convergence Theorem to the se-
quence of partial sums fn (x) =

Pn
k=1 ak (x).

Lemma 14. (Fatou�s Lemma) If ffng1n=1 is a sequence of nonnegative mea-
surable functions, thenZ

lim inf
n!1

fn (x) dx � lim inf
n!1

Z
fn (x) dx:

Proof : Let gn (x) = infk�n fk (x) so that gn � fn and
R
gn �

R
fn. Then

fgng1n=1 is an increasing sequence of nonnegative measurable functions that con-
verges pointwise to lim infn!1 fn (x). So the Monotone Convergence Theorem
yields Z

lim inf
n!1

fn (x) dx = lim
n!1

Z
gn (x) dx � lim inf

n!1

Z
fn (x) dx:

Finally, we can give an unambiguous meaning to the integral
R
f (x) dx in the

case when f is integrable, by which we mean that f is measurable and
R
jf (x)j dx <

1. To do this we note that the positive and negative parts of f ,
f+ (x) = max ff (x) ; 0g and f� (x) = max f�f (x) ; 0g ;

are both nonnegative measurable functions with �nite integral. We de�neZ
f (x) dx =

Z
f+ (x) dx�

Z
f� (x) dx:

With this de�nition we have the usual elementary properties of linearity, addi-
tivity, monotonicity and the triangle inequality.

Lemma 15. Suppose that f; g are integrable and that E;F 2 L.
(1)

R
(af + bg) = a

R
f + b

R
g for a; b 2 R,

(2)
R
E[F f =

R
E
f +

R
F
f if E \ F = �,

(3)
R
f �

R
g if f � g,

(4)
��R f �� � R jf j.

Our �nal convergence theorem is one of the most useful in analysis.

Theorem 23. (Dominated Convergence Theorem) Let g be a nonnegative in-
tegrable function. Suppose that ffng1n=1 is a sequence of measurable functions sat-
isfying

lim
n!1

fn (x) = f (x) ; a:e: x;

and
jfn (x)j � g (x) ; a:e: x:

Then

lim
n!1

Z
jf (x)� fn (x)j dx = 0;
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and hence Z
f (x) dx = lim

n!1

Z
fn (x) dx:

Proof : Since jf j � g and f is measurable, f is integrable. Since jf � fnj � 2g,
Fatou�s Lemma can be applied to the sequence of functions 2g� jf � fnj to obtainZ

2g � lim inf
n!1

Z
(2g � jf � fnj)

=

Z
2g + lim inf

n!1

�
�
Z
jf � fnj

�
=

Z
2g � lim sup

n!1

Z
jf � fnj :

Since
R
2g <1, we can subtract it from both sides to obtain

lim sup
n!1

Z
jf � fnj � 0;

which implies limn!1
R
jf � fnj = 0. Then

R
f = limn!1

R
fn follows from the

triangle inequality
��R (f � fn)�� � R jf � fnj.

Note that as a corollary we have
R
f = limk!1

R
'k where the simple functions

'k are as in (2) of Proposition 3.
Finally, if f (x) = u (x) + iv (x) is complex-valued where u (x) and v (x) are

real-valued measurable functions such thatZ
jf (x)j dx =

Z q
u (x)

2
+ v (x)

2
dx <1;

then we de�ne Z
f (x) dx =

Z
u (x) dx+ i

Z
v (x) dx:

The usual properties of linearity, additivity, monotonicity and the triangle inequal-
ity all hold for this de�nition as well.

2.3. Four famous measure theory problems. Our �rst three problems are
listed in order of increasing di¢ culty.

Problem 1. Suppose that E1; :::; En are n Lebesgue measurable subsets of [0; 1]
such that each point x in [0; 1] lies in some k of these subsets. Prove that there is
at least one set Ej with jEj j � k

n .

Problem 2. Suppose that E is a Lebesgue measurable set of positive measure.
Prove that

E � E = fx� y : x; y 2 Eg
contains a nontrivial open interval.

Problem 3. Construct a Lebesgue measurable subset of the real line such that

0 <
jE \ Ij
jIj < 1

for all nontrivial open intervals I.
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Even simple sounding questions that can be expressed entirely within the theory
of Riemann integration can be di¢ cult to answer within that theory, while being
rendered almost trivial upon using Lebesgue�s theory. A notorious example of the
power of Lebesgue integration to solve problems in Riemann integration is the
following.

Problem 4. Suppose fn : [0; 1]! [0; 1] is continuous for each n 2 N, and that
limn!1 fn (x) = 0 for every x 2 [0; 1]. Prove that

(2.1) lim
n!1

Z 1

0

fn = 0:

To solve Problem 1, note that the hypothesis implies k �
Pn
j=1 �Ej (x) for

x 2 [0; 1]. Now integrate to obtain

k =

Z 1

0

kdx �
Z 1

0

0@ nX
j=1

�Ej (x)

1A dx =
nX
j=1

Z 1

0

�Ej (x) dx =
nX
j=1

jEj j ;

which implies that jEj j � k
n for some j. The solution is much less elegant without

recourse to integration.

To solve Problem 2, choose K compact contained in E such that jKj > 0.
Then choose G open containing K such that jG nKj < jKj. Let � = dist (K;Gc) >
0. It follows that (��; �) � K�K � E�E. Indeed, if x 2 (��; �) then K�x � G
and K \ (K � x) 6= � since otherwise we have a contradiction:

2 jKj = jKj+ jK � xj � jGj � jG nKj+ jKj < 2 jKj :
Thus there are k1 and k2 in K such that k1 = k2 � x and so

x = k2 � k1 2 K �K:

Problem 3 is most easily solved using generalized Cantor sets E�. Let 0 <
� � 1 and set I01 = [0; 1]. Remove the open interval of length 1

3� centered in I
0
1

and denote the two remaining closed intervals by I11 and I
1
2 . Then remove the open

interval of length 1
32� centered in I

1
1 and denote the two remaining closed intervals

by I21 and I
2
2 . Do the same for I

1
2 and denote the two remaining closed intervals by

I23 and I
2
4 .

Continuing in this way, we obtain at the kth generation, a collection
�
Ikj
	2k
j=1

of 2k pairwise disjoint closed intervals of equal length. Let

E� =
1\
k=1

0@ 2k[
j=1

Ikj

1A :

Then by summing the lengths of the removed open intervals, we obtain

j[0; 1] n E�j =
1

3
�+

2

32
�+

22

33
�+ ::: = �;

and it follows that E� is compact and has Lebesgue measure 1� �. It is not hard
to show that E� is also nowhere dense. The case � = 1 is particularly striking: E1
is a compact, perfect and uncountable subset of [0; 1] having Lebesgue measure 0.
This is the classical Cantor set introduced at the end of Chapter 1.
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In order to construct the set E in Problem 3, it su¢ ces by taking unions of
translates by integers, to construct a subset E of [0; 1] satisfying

(2.2) 0 <
jE \ Ij
jIj < 1; for all intervals I � [0; 1] of positive length:

Fix 0 < �1 < 1 and start by taking E1 = E�1 . It is not hard to see that
jE1\Ij
jIj < 1

for all I, but the left hand inequality in (2.2) fails for E = E1 whenever I is a subset
of one of the component intervals in the open complement [0; 1] n E1. To remedy
this �x 0 < �2 < 1 and for each component interval J of [0; 1] n E1, translate and
dilate E�2 to �t snugly in the closure J of the component, and let E

2 be the union

of E1 and all these translates and dilates of E�2 . Then again,
jE2\Ij
jIj < 1 for all

I but the left hand inequality in (2.2) fails for E = E2 whenever I is a subset of
one of the component intervals in the open complement [0; 1] n E2. Continue this
process inde�nitely with a sequence of numbers f�ng1n=1 � (0; 1). We claim that
E =

S1
n=1E

n satis�es (2.2) if and only if

(2.3)
1X
n=1

(1� �n) <1:

To see this, �rst note that no matter what sequence of numbers �n less than
one is used, we obtain that 0 < jE\Ij

jIj for all intervals I of positive length. Indeed,
each set En is easily seen to be compact and nowhere dense, and each component
interval in the complement [0; 1] n En has length at most

�1
3

�2
3
:::
�n
3
� 3�n:

Thus given an interval I of positive length, there is n large enough such that I will
contain one of the component intervals J of [0; 1] n En, and hence will contain the
translated and dilated copy C

�
E�n+1

�
of E�n+1 that is �tted into J by construction.

Since the dilation factor is the length jJ j of J , we have

jE \ Ij �
��C �E�n+1��� = jJ j ��E�n+1�� = jJ j (1� �n+1) > 0;

since �n+1 < 1.
It remains to show that jE \ Ij < jIj for all intervals I of positive length in

[0; 1], and it is here that we must use (2.3). Indeed, �x I and let J be a component
interval of [0; 1] n En (with n large) that is contained in I. Let C

�
E�n+1

�
be the

translated and dilated copy of E�n+1 that is �tted into J by construction. We
compute that

jE \ J j =
��C �E�n+1���+ (1� �n+2) ��J n C �E�n+1���+ :::

= (1� �n+1) jJ j+ (1� �n+2)�n+1 jJ j
+(1� �n+3)�n+2�n+1 jJ j+ :::

=
1X
k=1

�nk jJ j ;

where

�nk = (1� �n+k)�n+k�1:::�n+1; k � 1:



2. MEASURABLE FUNCTIONS AND INTEGRATION 51

Then we have

jE \ J j =
 1X
k=1

�nk

!
jJ j < jJ j ;

and hence also jE\Ij
jIj < 1, if we choose f�ng1n=1 so that

P1
k=1 �

n
k < 1 for all n.

Now by induction we have
1X
k=1

�nk = lim
N!1

NX
k=1

(1� �n+k)�n+k�1:::�n+1 = lim
N!1

 
1�

NY
k=1

�n+k

!
= 1�

1Y
k=1

�n+k;

and by the �rst line in (2.4) below, this is strictly less than 1 if and only ifP1
k=1 (1� �n+k) <1 for all n. Thus the set E constructed above satis�es (2.2) if

and only if (2.3) holds.
2.3.1. In�nite products. If 0 � un < 1 and 0 � vn <1 then

1Y
n=1

(1� un) > 0 if and only if
1X
n=1

un <1;(2.4)

1Y
n=1

(1 + vn) < 1 if and only if
1X
n=1

vn <1:

To see (2.4) we may assume 0 � un; vn � 1
2 , so that e

�un � 1 � un � e�2un and
e
1
2vn � 1+ vn � evn . For example, when 0 � x � 1

2 , the alternating series estimate
yields

e�2x � 1� 2x+ (2x)
2

2!
� 1� x;

while the geometric series estimate yields

e
1
2x � 1 +

�
1

2
x

��
1 + x+ x2 + :::

	
� 1 + x:

Thus we have

exp

 
�

1X
n=1

un

!
�

1Y
n=1

(1� un) � exp
 
�2

1X
n=1

un

!
;(2.5)

exp

 
1

2

1X
n=1

vn

!
�

1Y
n=1

(1 + vn) � exp
 1X
n=1

vn

!
:

2.3.2. The power of the Lebesgue integral. Problem 4 is easily solved using
Lebesgue�s theory of integration. Indeed, the Dominated Convergence Theorem
applies with �umbrella�function g = �[0;1] to give (2.1): limn!1

R 1
0
fn = 0.

On the other hand, it is quite di¢ cult to give a proof of (2.1) using only
Riemann�s theory. We will give a proof that combines the theory of the Riemann
integral with two relatively simple properties of the outer measure ��, namely

(1) the subadditivity of the outer measure ��, and
(2) the special �nite additivity property:

(2.6)
�� (G) = �� (H) + �� (G nH) ; for all bounded open sets G;H with H � G:

Subadditivity of �� was proved in Lemma 10 above. Property (2.6) is easily seen
to reduce to the special case when G = (a; b) has a single connected component.
We can then assume G = [a; b], and matters then further reduce to proving the
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special case when in addition H =
N[
n=1

(an; bn) is a �nite union of intervals. Indeed,

suppose we have proved the case when H is a �nite union of intervals, namely

(2.7) �� ([a; b]) = ��

 
N[
n=1

(an; bn)

!
+ ��

 
[a; b] n

N[
n=1

(an; bn)

!
:

Then FN � [a; b] n
N[
n=1

(an; bn) is compact, decreasing in N , and

[a; b] n
1[
n=1

(an; bn) =
1\
N=1

FN :

If V is open and contains
1\
N=1

FN , then
1\
N=1

(FN \ V c) = ;, and so by the �nite

intersection property of compact sets,
M\
N=1

(FN \ V c) = ; for some M 2 N, and V

contains FM . Then

��

 1\
N=1

FN

!
= inf

(
�� (V ) : V is open and contains

1\
N=1

FN

)
� inf
N�1

�� (FN ) :

Thus if " > 0 is given, we can chooseM so large that �� (FM ) < infN�1 �� (FN )+".
Then from (2.7) we have,

��

 1[
n=1

(an; bn)

!
+ ��

 
[a; b] n

1[
n=1

(an; bn)

!

� ��

 1[
n=1

(an; bn)

!
+ inf
N�1

�� (FN )

> ��

 
M[
n=1

(an; bn)

!
+ �� (FM )� " = �� ([a; b])� ":

Letting " ! 0 gives �� (H) + �� ([a; b] nH) � �� ([a; b]), and the subadditivity of
�� then gives equality as required. Thus we have reduced the proof of (2.6) to
(2.7). Finally, the proof of (2.7) is easy since FN is a �nite union of closed pairwise
disjoint intervals.

Now we give a proof of (2.1) in Problem 4 using only Riemann�s theory of the
integral and the two properties mentioned above. So suppose that fn : [0; 1]! [0; 1]
is continuous and limn!1 fn (x) = 0 for all x 2 [0; 1]. It su¢ ces to show that for
every � > 0 there is M <1 such that

(2.8)
Z 1

0

fm � �; for all m �M:
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Let

gm (x) = sup
n�m

fn (x) � fm (x) ; 0 � x � 1;m 2 N;

Gm =

�
x 2 [0; 1] : gm (x) >

�

2

�
; m 2 N:

Then Gm is open in [0; 1] since the functions fn are continuous. Moreover, fgmg1m=1
decreases pointwise to 0 on [0; 1], and so Gm+1 � Gm and

1\
m=1

Gm = ;. It follows

that

1 = �� ([0; 1]) � �� (Gm) � �� (Gm+1) � 0; m � 1:
We now claim that

(2.9) lim
m!0

�� (Gm) = 0:

Suppose in order to derive a contradiction that

� = inf
m�1

�� (Gm) > 0:

We can �nd a subsequence fmkg1k=1 such that �� (Gmk
) �

�
1 + 2�k�1

�
� for all

k � 1, and by discarding the other Gm and then relabelling, we may suppose that

�� (Gm) �
�
1 + 2�m�1

�
�; for all m � 1:

For each m � 1 we can �nd a compact subset Km of Gm such that �� (Gm nKm) <
2�m �

2 . Indeed, Gm is an at most countable union of pairwise disjoint intervals�
Imj
	Nm or 1
j=1

that are each open in [0; 1]. Thus with jIj denoting the length of
an interval I, the series

PNm or 1
j=1

��Imj �� converges to a number at most 1, and
there is a tail of the series

PNm or 1
j=Lm

��Imj �� that is at most 1
22
�m �

2 . Then we can
�nd closed intervals Amj in each of the remaining Imj for 1 � j < Lm so that

��
�
Imj nAmj

�
< 1

2Lm
2�m �

2 . Thus Km =

Lm[
j=1

Amj is compact and we have

�� (Gm nKm) � ��

0@Nm or 1[
j=Lm

Imj

1A+ LmX
j=1

��
�
Imj nAmj

�
�

Nm or 1X
j=Lm

��Imj ��+ LmX
j=1

1

2Lm
2�m

�

2

� 1

2
2�m

�

2
+
1

2
2�m

�

2
= 2�m

�

2
:

But
1\
m=1

Km �
1\
m=1

Gm = ;, and since each Km is compact, the �nite in-

tersection property shows that there is N such that
N\
m=1

Km = ;. Now we use

that
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G1 = G1 n
 

N\
m=1

Km

!
� (G1 nK1) [ (K1 nG2) [ (G2 nK2) [ (K2 nG3)

[::: [ (GN�1 nKN�1) [ (KN�1 nGN ) [ (GN nKN ) :

The �nite additivity property (2.6) shows that

N�1X
i=1

�� (Ki nGi+1) �
N�1X
i=1

�� (Gi nGi+1) = �� (G1)� �� (GN )

�
�
1 + 2�2

�
� � � = 2�2�;

and we also have
NX
i=1

�� (Gi nKi) �
NX
i=1

2�i
�

2
<
�

2
:

Combining these inequalities with the subadditivity of �� we get

�� (G1) �
N�1X
i=1

�� (Ki nGi+1) +
NX
i=1

�� (Gi nKi) � 2�2� +
�

2
=
3

4
�;

which contradicts �� (G1) � �. This completes the proof of (2.9).
Now we simply note thatZ 1

0

fm �
Z 1

0

gm =

Z
Gm

gm +

Z
[0;1]nGm

gm � �� (Gm) +

Z
[0;1]nGm

�

2
< �

for all m satisfying �� (Gm) < �
2 .

3. Exercises

Exercise 6. Use the regularity of Lebesgue measure to show that E 2 L if and
only if there is an increasing sequence fKng1n=1 of compact sets in R and a null set
N (i.e. �� (N) = 0) such that

E =

 1[
n=1

Kn

!
[N:

Show also that if another pair (L0; �0) satis�es (1) - (4), then K 2 L0 and �0 (K) =
� (K) for all compact subsets K of R. Deduce from this that (L0; �0) is an extension
of (L; �), i.e. L0 � L and �0 (E) = � (E) for all E 2 L.

Exercise 7. Let E be the Cantor set. De�ne a function F : [0; 1] n E ! [0; 1]
as in Example 3. Prove that F has a unique continuous extension G : [0; 1]! [0; 1]
to the entire interval [0; 1].

Exercise 8. (Exercise 9 Chapter 2 of Rudin) Construct a sequence ffng1n=1
of continuous functions fn : [0; 1]! [0; 1] such that both

(1) ffn (x)g1n=1 fails to have a limit for every x 2 [0; 1], and
(2) limn!1

R 1
0
fn = 0.
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Exercise 9. (Exercise 10 Chapter 2 of Rudin) Suppose that ffng1n=1 is a
sequence of continuous functions fn : [0; 1]! [0; 1] such that f (x) � limn!1 fn (x)
exists for every x 2 [0; 1].

(1) Prove that

lim
n!1

Z 1

0

fn =

Z 1

0

f:

(2) If f is identically zero, try to prove this using only Riemann integration.

Exercise 10. (Exercise 20 page 59 in Rudin) Construct continuous func-
tions fn : [0; 1] ! [0;1] such that limn!1 fn (x) = 0 for all x 2 [0; 1] and
limn!1

R 1
0
fn = 0, but for which supn�1 fn is not integrable.





CHAPTER 5

Paradoxical decompositions and �nitely additive
measures

Definition 12. Let G be a group acting on a set X. A subset E of X is �nitely
G-paradoxical if there are subsets Ai; Bj of X and group elements gi; hj such that

E �
�
_[mi=1Ai

�
_[
�
_[nj=1Bj

�
;(0.1)

E = [mi=1giAi = [nj=1hjBj :

The notation _[ asserts that the indicated union is pairwise disjoint. Note that
one can easily arrange to have each collection of sets fgiAigmi=1 and fhjBjg

n
j=1

in the second line of (0.1) pairwise disjoint simply by paring the sets Ai and Bj .
One can also achieve equality in the �rst line of (0.1), but this is harder, and is
not proved until Corollary 12 below. We say that E is countably G-paradoxical if
m;n in (0.1) are permitted to be 1, the �rst in�nite ordinal. By G-paradoxical
we mean �nitely G-paradoxical. Finally, we say that G is paradoxical if G acts on
itself by left multiplication and G is G-paradoxical. The next result uses the axiom
of choice.

Theorem 24. Let G be the circle group T and let it act on itself X = T by
group multiplication:

eit 2 G sends the point eix 2 X to the point ei(t+x) 2 X:
Then X is countably G-paradoxical.

Proof : Let M be a choice set for the equivalence classes of the relation on
T given by declaring two points equivalent if one is obtained from the other by
rotation through a rational multiple of 2� radians. Let f�ig

1
i=1 enumerate the

rotations through a rational multiple of 2� radians, and set Mi = �iM . Then the
countable paradoxical decomposition is provided by

X = ( _[i oddMi) _[ ( _[i evenMi) ;

X = _[i oddgiMi = _[i evenhiMi;

where gi = � i+1
2
��1i for i odd, and hi = � i

2
��1i for i even.

Corollary 10. There is a non-Lebesgue measurable subset of T.

Proof : If Ai; Bj ; gi; hj witness a countable paradoxical decomposition (0.1) of
T = E with m;n � 1, and if we assume every subset of T is Lebesgue measurable,
then

2� = jGj �
mX
i=1

jAij+
nX
j=1

jBj j =
mX
i=1

jgiAij+
nX
j=1

jhjBj j

� j[mi=1giAij+
��[nj=1hjBj�� = 4�;

57
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a contradiction.
Denote by Gn the group of isometries of Euclidean space Rn.

Remark 10. There exists a G2-paradoxical subset E of the plane R2 = C that
does not require the axiom of choice for its construction, namely the Sierpínski-
Mazurkiewicz Paradox: let ei� be a transcendental complex number and de�ne

E =

(
x =

1X
n=0

xne
in� 2 C : xn 2 Z+ and xn = 0 for all but �nitely many n

)
;

E1 = fx 2 E : x0 = 0g ;
E2 = fx 2 E : x0 > 0g :
Then E = E1 _[E2 = e�i�E1 = E2 � 1.

1. Finitely additive invariant measures

Let G be a group acting on a set X. If there exists a �nitely (countably)
additive G-invariant probability measure � on the power set P (X), then there are
no �nitely (countably) G-paradoxical subsets E of X having positive �-measure.
In particular G itself is not �nitely (countably) G-paradoxical. This is proved as
in the proof of Corollary 10 above. Thus paradoxical constructions can be viewed
as nonexistence theorems for invariant measures, and by the contrapositive, the
construction of invariant measures precludes paradoxical decompositions. In fact
a theorem of Tarski shows that if E � X on which a group acts, then there is a
�nitely additive G-invariant positive measure � on P (X) with � (E) = 1 if and
only if E is not G-paradoxical.

We now state two theorems in this regard. The �rst states that paradoxical
decompositions never occur for abelian groups (such as the group of translations
on Euclidean space Rn), and the second shows that paradoxical decompositions do
exist for the rotation groups on Euclidean space Rn when n � 3 (resulting in the
Banach-Tarski paradox).

Theorem 25. Suppose G is an abelian group and letM be the power set of G.
There is � :M! [0; 1] satisfying

(1) � (E1 _[E2) = � (E1) + � (E2) ; Ei 2M;
(2) � (E + a) = � (E) ; E 2M; a 2 G;
(3) � (G) = 1:

Definition 13. Let G act on a set X. Subsets A and B of X are said to be
G-equidecomposable, written A �G B or simply A � B when G is understood, if
A = _[ni=1Ai and B = _[ni=1Bi where Ai = giBi for some gi 2 G, 1 � i � n.

We will see later that E is G-paradoxical if and only if E = A _[B where
A �G E �G B.

Remark 11. If X is Euclidean space Rn, then G3-equidecomposability pre-
serves the following properties: boundedness, Lebesgue measure zero, �rst category
(a countable union of nowhere dense sets), and second category (not �rst category).

Theorem 26. (Banach-Tarski paradox) The sphere S2 is SO3-paradoxical and
the ball B3 is G3-paradoxical. Moreover, if A and B are any two bounded subsets
of R3, each having nonempty interior, then A and B are G3-equidecomposable.

We prove only the second theorem on the Banach-Tarski paradox.
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2. Paradoxical decompositions and the Banach-Tarski paradox

We obtain the strong form of the Banach-Tarski paradox in four steps.

� First, we prove that the free nonabelian group F2 of rank 2 is paradoxical.
� Second, we show that the special orthogonal group SO3 in three dimen-
sions contains a copy of F2.

� Third, we lift the paradoxical decomposition from SO3 to the sphere S2
on which it acts �almost�without nontrivial �xed points.

� Fourth, we extend the paradox to bounded sets with nonempty interior
with the help of the proof of the Schröder-Bernstein theorem.

First step: We prove that F2 is paradoxical. Let F2 consist of all �nite �words�
in �; ��1; � ; ��1 with concatenation as the group operation, and the empty word
as identity 1. For � 2

�
�; ��1; � ; ��1

	
, let W (�) consist of all reduced words that

begin with � (a word is reduced if no pair of adjacent symbols is ���1, ��1�, ���1,
or ��1�). The following decompositions witness the paradoxical nature of F2:

F2 = f1g _[W (�) _[W
�
��1

�
_[W (�) _[W

�
��1

�
;

F2 = W (�) _[�W
�
��1

�
;

F2 = W (�) _[�W
�
��1

�
:

Note that we do not use the identity in these reconstructions of F2. We can however
witness the paradox with four disjoint pieces whose union is F2 using an absorption
process as follows. First we include 1 with the set W (�) and call the new set A1.
But then F2 = A1 _[�W

�
��1

�
fails since 1 is also in �W

�
��1

�
. So 1 must be

removed from �W
�
��1

�
, and we achieve this by moving ��1 from W

�
��1

�
to A1

and denoting the new set W
�
��1

�
n
�
��1

	
by A2. But then ��2 is in both A1 and

A2. So we move ��2 from A2 to A1. This process must be continued inde�nitely,
so let S = f��ng1n=1 and de�ne

A1 = W (�) _[f1g _[S;
A2 = W

�
��1

�
�S;

A3 = W (�) ;

A4 = W
�
��1

�
:

Then F2 = _[4i=1Ai and F2 = A1 _[�A2 and F2 = A3 _[�A4 since

�A2 = �W
�
��1

�
��S =

�
f1g _[W

�
��1

�
_[W (�) _[W

�
��1

�	
n ff1g _[Sg

=
�
W
�
��1

�
�S
	
_[W (�) _[W

�
��1

�
;

has complement A1.

Second step: To embed a copy of F2 in SO3 we de�ne the 3� 3 matrices:

�� =

264 1
3 � 2

p
2

3 0

� 2
p
2

3
1
3 0

0 0 1

375 = 1

3

24 1 �2
p
2 0

�2
p
2 1 0

0 0 3

35 ;
�� =

264 1 0 0

0 1
3 � 2

p
2

3

0 � 2
p
2

3
1
3

375 = 1

3

24 3 0 0

0 1 �2
p
2

0 �2
p
2 1

35 :
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It su¢ ces to show that no nonempty reduced word w in ��; �� equals the identity
in SO3. We may assume that w is a nonempty reduced word ending in ��, since
the case when w ends in �� is similar. Alternatively, we can use that conjugation
by any element, in particular by �+, doesn�t a¤ect the vanishing of a reduced word.

Claim 4. Every nonempty reduced word w in ��; �� that ends in �� satis�es
w (1; 0; 0) = 3�k

�
a; b
p
2; c
�
for some a; b; c 2 Z with 3 - b, and where k is the length

of w. In particular b 6= 0 and w is not the identity.

We prove the claim by induction on the length k of w. The case k = 1 is
evident upon examining the �rst columns of the two matrices ��. If w of length
k � 2 equals ��w0 or ��w0, where

w0 (1; 0; 0) = 31�k
�
a0; b0

p
2; c0

�
; a0; b0; c0 2 Z; 3 - b0;

then

��w0 (1; 0; 0) = 3�k
�
a0 � 4b0; (b0 � 2a0)

p
2; 3c0

�
;(2.1)

��w0 (1; 0; 0) = 3�k
�
3a0; (b0 � 2c0)

p
2; c0 � 4b0

�
:

We now see that w (1; 0; 0) has the form 3�k
�
a; b
p
2; c
�
for some a; b; c 2 Z, and

it remains only to prove 3 - b given that 3 - b0. There are four cases: w = ����v,
����v, ����v and ����v where v is possibly empty, and where in the �rst two
cases, the signs � can be chosen independently, while in the latter two cases, we
must take either both signs + or both signs � (since w is reduced). We may suppose
that v (1; 0; 0) = 32�k

�
a00; b00

p
2; c00

�
where a00; b00; c00 2 Z (we do not assume 3 - b00

in order to include the case v is empty). In the �rst case, we have a0 = 3a00 by
the second line in (2.1) applied to v instead of w0. Now 3 - b0 and so we obtain
3 - b0 � 2a0 = b as required. The second case is similar. For the third case we have

a0 = a00 � 4b00;
b0 = �2a00 + b00;

by the �rst line in (2.1) applied to v instead of w0, and where we must choose either
the top signs or the bottom signs in �;�. Then

b = b0 � 2a0 = b0 � 2 (a00 � 4b00) = b0 + b00 � 2a00 � 9b00 = 2b0 � 9b00;

and again 3 - b follows from 3 - b0. The fourth case is similar and this completes the
proof of the claim.

Third step: To lift a paradoxical decomposition from a group to a set on
which it acts is easy using the axiom of choice provided the action is with trivial
�xed points. We say that a group G acts on a set X with trivial �xed points if
gx 6= x for all x 2 X and all g 2 G� feg where e denotes the identity element of
G.

Proposition 4. If G is a paradoxical group and acts on a set X with trivial
�xed points, then X is G-paradoxical.

Proof : Let Ai; Bj ; gi; hj witness the paradoxical nature of G as in (0.1). Let
M be a choice set for the G-orbits in X. Then fgMgg2G is a partition of X because
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there are no nontrivial �xed points. Then A�i = _[g2Ai
gM and B�j = _[h2Bj

hM
easily yield a paradoxical decomposition of X:

X �
�
_[mi=1A�i

�
_[
�
_[nj=1B�j

�
;

X = _[mi=1giA�i = _[nj=1hjB�j :

Corollary 11. (Hausdor¤ �s paradox) There is a countable set D � S2 such
that S2�D is SO3-paradoxical.

Proof : Let F be a free nonabelian group of rank 2 in SO3. Then F is countable
and since each � 2 F n f1g �xes exactly 2 points,

D =
�
x 2 S2 : �x = x for some � 2 F n f1g

	
is countable. Then F acts on S2�D with trivial �xed points. Indeed, the set D
of trivial �xed points of F is invariant for F since if � 2 D and �� = �, then�
����1

�
�� = �� for all �; � 2 F ; and thus S2�D is invariant for F as well. So

Proposition 4 implies that S2�D is F -paradoxical, hence also SO3-paradoxical.

Hausdor¤�s paradox is already su¢ cient to disprove the existence of �nitely
additive rotation invariant positive measures of total mass 1 on the power set of
S2, and hence also disproves the existence of �nitely additive isometry invariant
positive measures on the power set of R3 that normalize the unit cube (this was
Hausdor¤�s motivation). Exercise: prove this! We can eliminate the countable
set D in Hausdor¤�s paradox by an absorption process once we have the following
lemma.

Lemma 16. Let G act on a set X and let E;E0 2 P (X). If E �G E0, then E
is G-paradoxical if and only if E0 is G-paradoxical.

First we note that the relation �G is transitive. Suppose that E �G A
and E �G B. Then E = _[ni=1Ai = _[mj=1Bj where A = _[ni=1giAi and B =
_[mj=1hjBj for some group elements gi, hj . Then A = _[n;mi;j=1gi (Ai \Bj) and
B = _[n;mi;j=1hj (Ai \Bj) shows that A �G B. From this we easily obtain the lemma.
Indeed, E is G-paradoxical if and only if there are disjoint subsets B1; B2 of E such
that both B1 �G E and B2 �G E. From E �G E0, we have E = _[ni=1Ai and E0 =
_[ni=1giAi. Thus if we de�ne B01 = _[ni=1gi (Ai \B1) and B02 = _[ni=1gi (Ai \B2),
we have that B01; B

0
2 are disjoint subsets of E

0 such that B01 �G _[ni=1 (Ai \B1) =
B1 �G E �G E0 and similarly B02 �G E0. This shows that E0 is G-paradoxical.

Theorem 27. (Banach-Tarski paradox) S2 is SO3-paradoxical and B3 is G3-
paradoxical.

Proof : Let D = fdig1i=1 be as in Hausdor¤�s paradox. Pick a line ` through
the origin that misses D and �x a plane P containing `. Let

A =

�
1

n
(�i � �j) : n; i; j 2 N

�
; �i = ] (di; `) ;

where ] (di; `) denotes the angle mod � through which the plane P must be rotated
(in a �xed sense) about ` so as to contain di. Pick � =2 A (mod �). Then if � is
rotation about ` through angle �, we have

�mD \ �nD = �; m 6= n in Z:
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Indeed, if ` is the z-axis and �mD \ �nD 6= � for some m 6= n, then using polar
coordinates in the xy-plane we have eim�rjei�j = ein�rke

i�k , which implies � =
�k��j
m�n 2 A. So with eD = _[1n=0�nD = D _[� eD we have

S2 =
�
S2� eD� _[ eD �SO3

�
S2� eD� _[� eD = S2�D;

and the lemma shows that S2 is SO3-paradoxical.
Finally, the equality

B3� f0g = [!2S2 f�! : 0 < � < 1g
shows that B3� f0g is SO3-paradoxical, and an absorption argument as above then
shows that B3 is G3-paradoxical. Indeed, use a rotation � about a line ` passing
through

�
0; 0; 13

�
but not passing through the origin, so that �m0 6= �n0 for m 6= n,

and set eD = _[1n=0�n0 = f0g _[� eD. Then since � 2 G3,
B3 =

�
B3� eD� _[ eD �G3

�
B3� eD� _[� eD = B3� f0g :

Remark 12. The arguments above show that S2 can be duplicated using 8
pieces, and that B3 can be duplicated using 16 pieces. More re�ned arguments show
that 4 pieces su¢ ce for S2, and that 5 pieces su¢ ce for B3. These latter results are
optimal.

Fourth step: The next result shows that if we declare A �G B when A is
G-equidecomposable to a subset of B, then the relation �G is a partial ordering of
the �G equivalence classes in P (X).

Theorem 28. (Banach-Schröder-Bernstein) Suppose that a group G acts on a
set X. If A;B 2 P (X) satisfy both A �G B and B �G A, then A �G B.

Proof : We have the following two properties of the relation �G:
� If A �G B, then there is a bijection g : A! B such that

(2.2) C �G g (C) whenever C � A:

� If A1 \ A2 = � = B1 \ B2 and Ai �G Bi for i = 1; 2 then A1 [ A2 �G
B1 [B2.

By hypothesis, A �G B1 and A1 �G B for some B1 � B and A1 � A. By
the �rst property, there are bijections f : A ! B1 and g : A1 ! B satisfying
C �G f (C) and D �G g (D) whenever C � A and D � A1. Let C0 = A�A1 and
inductively Cn+1 = g�1f (Cn) for n � 0. With C = _[1n=0Cn we have

g (A�C) = B�f (C)

and then A�C �G B�f (C) by (2.2). But we also have C �G f (C) by (2.2) and
the second property now yields

A = (A�C) _[C �G (B�f (C)) _[f (C) = B:

Corollary 12. A subset E of X is G-paradoxical if and only if there are
disjoint sets A;B � E with A _[B = E and A �G E �G B.

Theorem 29. (strong form of the Banach-Tarski paradox) If A and B are
any two bounded subsets of R3, each with nonempty interior, then A and B are
G3-equidecomposable.
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Proof : It su¢ ces to show that A �G3
B, since interchanging A and B yields

B �G3 A, and the Banach-Schröder-Bernstein theorem then shows that A �G3 B.
So choose solid balls K and L such that A � K and L � B, and let n be large
enough that K can be covered by n copies of L. Use the Banach-Tarski paradox to
create a union S of n pairwise disjoint copies of L, and then cover K by a union of
translates of these copies so that K �G3

S. It follows that

A � K �G3 S �G3 L � B;

and so A �G3
B.

3. Exercises

Exercise 11. Use Hausdor¤ �s paradox to prove that there is no �nitely additive
isometry invariant positive measure � on the power set P

�
R3
�
of three dimensional

Euclidean space such that � (Q) = 1 where Q = [0; 1]3 is the unit cube.





CHAPTER 6

Abstract integration and the Riesz representation
theorem

The properties of Lebesgue measure, as given in Theorem 21, are easily ex-
tended to a quite general setting of measure spaces, where a theory of integration
can then be established that includes the analogues of the monotone convergence
theorem, Fatou�s lemma and the dominated convergence theorem. It turns out
to be fruitful to abandon the completeness property (4) in Theorem 21 for the
abstract setting, and to include it as separate feature. The resulting abstract the-
ory of integration is one of the most powerful tools in analysis and we will give
several applications of it in the sequel. Fortunately, this abstract theory follows
very closely the theory of Lebesgue integration that was developed in the previous
chapter, which permits us to proceed relatively quickly here.

1. Abstract integration

Let X be a set and suppose that A � P (X) is a �-algebra of subsets of X,
i.e. A contains the empty set, and is closed under complementation and countable
unions:

(1) � 2 A,
(2) Ac 2 A whenever A 2 A,
(3)

S1
n=1An 2 A whenever An 2 A for all n.

The pair (X;A) is called a measurable space and A is called a �-algebra on
X, although one usually abuses notation by referring to just X as the measurable
space, despite the fact that without A, the set X has no structure. There are lots
of �-algebras on a set X. In fact, given any �xed collection F � P (X) of subsets
of X, there is a smallest �-algebra on X containing F .

Lemma 17. Given F � P (X), there is a unique �-algebra AF on X such that

(1) F � AF ;
(2) if A is any �-algebra on X with F � A, then AF � A.

Proof. The power set P (X) is a �-algebra on X that contains F . Thus the
set

AF �
\
fA : A is a �-algebra on X with F � Ag

is nonempty. It is easily veri�ed that AF is a �-algebra on X that contains F ,
and it is then clear that AF is the smallest such. This completes the proof of the
lemma. �

A map � : A ! [0;1] is called a positive measure on A if it is countably
additive, and nondegenerate in the sense that not every set has in�nite measure:

65
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(1)
�S1
n=1En 2 A and �

� �S1
n=1En

�
=
P1
n=1 � (En) whenever fEng

1
n=1 is a

pairwise disjoint sequence of sets in A,
(2) there exists A 2 A with � (A) <1.
The triple (X;A; �) is called a measure space. Again, one usually abuses nota-

tion and refers to such a set functional � as a positive measure on X, and often as
just a measure on X. Note that � (;) = 0 is a consequence of properties (1) and
(2) since

1 > � (A) = �
�
A

�
[ ;

�
[ ;

�
[ :::

�
= � (A) + � (;) + � (;) + :::

and � (A) can be cancelled from both sides since � (A) < 1. We say that � is a
complete measure on X or A if all subsets of sets of �-measure zero lie in A and
have zero measure, i.e.

(1) E 2 A and � (E) = 0 whenever E � F and F 2 A with � (F ) = 0.

Example 4. We give four examples of measures.

(1) Lebesgue measure on the real line R is an example of a complete measure.
(2) A simpler example is counting measure � : P (X)! [0;1] de�ned on the

power set P (X) of a set X by

� (E) =

�
#E if E is �nite
1 if E is in�nite

:

(3) Simpler still is the Dirac unit mass measure �x : P (X)! f0; 1g at a point
x in a set X de�ned by

�x (E) =

�
1 if x 2 E
0 if x =2 E :

(4) A very interesting example, and one which often arises as a counterex-
ample to reasonable conjectures in abstract measure theory, uses the well-
ordered set X that has !1 as a last element, and with the property that
every predessor of !1 has at most countably many predessors. Recall that
an ordered set (X;�) is well-ordered if � is a linear order on X such that
every nonempty subset of X has a least element. The axiom of choice
is equivalent to the assertion that every set can be well-ordered. To con-
struct X, let Y be any uncountable well-ordered set and let !1 be the least
element having uncountably many predessors - !1 is uniquely determined
up to order isomorphism and is called the �rst uncountable ordinal.

Now for � 2 X, let P� and S� be the predessor and successor sets of
� given by

P� � f� 2 X : � � �g ;
S� � f� 2 X : � � �g :

De�ne a topology � on X by declaring that G � X belongs to � if G is
either a predessor set P�, a successor set S�, an open segment P� \S� �
(�; �), or an arbitrary union of predessors, successors and segments. Then
the topological space (X; �) is Hausdor¤ (meaning that every pair of dis-
tinct points in X can be separated by disjoint open sets in X) and compact.
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To see that X is compact, observe that every collection of closed subsets
fFigi2I with the �nite intersection property has nonempty intersection,T
i2I Fi 6= ;, because every nonempty subset of X has a least element.

Indeed, if it were the case that
T
i2I Fi = ;, then there is an in�nite se-

quence fFing
1
n=1 of these closed sets, such that the least upper bounds �n

of the sets
Tn
k=1 Fik form an in�nite strictly decreasing sequence f�ng

1
n=1

in X, contradicting the existence of a least element in f�ng1n=1. To see
this, choose Fi1 arbitarily. Then �1 � lub (Fi1) exists and lies in Fi1 . In
fact, the set of upper bounds of any set F is nonempty (!1 is an upper
bound), and so has a least element � because X is well-ordered. Every
open set containing � must contain a segment (�; ) with � < � <  (or
a predessor or successor set containing � - we leave these cases to the
reader), and since � cannot be an upper bound for F , there is an element
of F in the segment (�; �]. If F is closed it thus follows that � 2 F . Next,
we note that there is Fi2 such that �1 =2 Fi1 \Fi2 (otherwise

T
i2I Fi 6= ;),

and since Fi1 \ Fi2 is closed and nonempty, we have

�2 � lub (Fi1 \ Fi2) < �1:

We can continue in this manner to construct a sequence of sets fFing
1
n=1

such that the points �n � lub (
Tn
k=1 Fik) are strictly decreasing.

Now de�ne

A �
�
E 2 P (X) : either E [ f!1g or Ec [ f!1g

contains an uncountable compact set

�
;

and de�ne a set functional � : A ! f0; 1g by

� (E) =

�
1 if E [ f!1g contains an uncountable compact set
0 if Ec [ f!1g contains an uncountable compact set

;

for E 2 A.

1.1. Measurable functions. It is convenient to initially de�ne the notion of
a measurable function for f : X ! Y where X is a measure space and Y is a general
topological space. Recall that � � P (Y ) is a topology on Y if it contains the empty
set, the whole set Y , and is closed under �nite intersections and arbitrary unions:

(1) ;; X 2 � ,
(2) G1 \G2 \ ::: \Gn 2 � whenever Gi 2 � for 1 � i � n <1,
(3)

S
�2AG� 2 � whenever G� 2 � for all � 2 A (here A is an arbitrary index

set).

The pair (Y; �) is called a topological space, and the sets in � are called the
open sets in Y . As usual, we often abuse notation and refer to just the set Y as
the topological space, with the underlying topology being understood.

Definition 14. Let (X;A) be a measurable space and let (Y; �) be a topological
space. A function

f : X ! Y

is said to be measurable (more precisely A-measurable) if

f�1 (G) 2 A for all G 2 � :
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Note the similarity to the de�nition of a continuous function f : X ! Y in the
case that (X;�) is a topological space: f is continuous if f�1 (G) 2 � for all G 2 � .
We have already seen in Example 3 that the composition of a continuous function
followed by a Lebesgue measurable function need not be measurable. On the other
hand the composition of a measurable function followed by a continuous function
is always measurable, even in this abstract setting.

Proposition 5. Suppose that (X;A) is a measurable space and that (Y; �)
and (Z; �) are topological spaces. If f : X ! Y is measurable and g : Y ! Z is
continuous, then the composition g � f : X ! Z is measurable.

Proof. If H 2 � is open in Z, then G � g�1 (H) 2 � is open in Y and so the
measurability of f gives

(g � f)�1 (H) = f�1
�
g�1 (H)

�
= f�1 (G) 2 A

for all H 2 �. This veri�es the de�nition that g � f : X ! Z is measurable. �

We now consider the possibility that X is simultaneously a measurable space
and a topological space, i.e. there is a �-algebra A on X as well as a topology � on
X. If � � A, then every continuous function f : X ! Y is also measurable.

Lemma 18. Suppose that A is a �-algebra on X and � is a topology on X with
� � A. If Y is any topological space, then every continuous function f : X ! Y is
also measurable.

Proof. If G is open in Y , then f�1 (G) 2 � � A. �

If (X; �) is a topological space, then Lemma 17 shows that there is a smallest
�-algebra B� on X that contains the topology � . This important �-algebra B�
is called the Borel �-algebra on the topological space (X; �), and the sets E in
B� are called Borel sets. A function f : X ! Y that is measurable with respect
to the Borel �-algebra on X is said to be a Borel function on X. The previous
lemma shows that continuous functions are always Borel measurable, but there is
an important property that Borel functions have that is not shared by measurable
functions in general.

Proposition 6. Suppose that (X;A) is a measurable space and that (Y; �) and
(Z; �) are topological spaces. If f : X ! Y is measurable and g : Y ! Z is Borel
measurable, then the composition g � f : X ! Z is measurable.

Proof. Consider the collection of subsets of Y de�ned by

C �
�
B 2 P (Y ) : f�1 (B) 2 A

	
:

It is a simple exercise to verify that C is a �-algebra on Y (no properties other than
A is a �-algebra and f is a function are needed for this). Indeed, the following
three properties hold since A is a �-algebra;

f�1 (;) = ; 2 A;
f�1 (Bc) =

�
f�1 (B)

�c 2 A; if B 2 C;

f�1

 1[
k=1

Bk

!
=

1[
k=1

f�1 (Bk) 2 A; if Bk 2 C;
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and they show by de�nition of C that
; 2 C;

Bc 2 C when B 2 C;
1[
k=1

Bk 2 C when Bk 2 C:

Moreover, the measurability of f shows that C contains � , the open sets in Y . Thus
by Lemma 17, C contains the Borel �-algebra B� on Y .

Now if H 2 � is open in Z, the Borel measurability of g shows that
g�1 (H) 2 B� � C;

which gives
(g � f)�1 (H) = f�1

�
g�1 (H)

�
2 A

for every H 2 � by the de�nition of g�1 (H) 2 C. �

Remark 13. For future reference we isolate one of the facts proved above: if
A is a �-algebra on a set X, and if f : X ! Y is any function whatsoever, then
the set

C �
�
B 2 P (Y ) : f�1 (B) 2 A

	
is a �-algebra on Y . Thus �-algebras can be pushed forward by arbitrary functions.

1.1.1. Product spaces. Given two topological spaces (Y1; �1) and (Y2; �2), we
de�ne the product topology �1 � �2 on the product space Y1 � Y2 to consist of
arbitrary unions of open rectangles G1 � G2 where Gi 2 � i for i = 1; 2. It is
easy to see that �1 � �2 is a topology - it is closed under �nite intersections since
the intersection of two open rectangles is again an open rectangle. Let (X;�) be
another topological space. It is an easy exercise to show that if

f : X ! Y1 � Y2; f (x) = (f1 (x) ; f2 (x)) 2 Y1 � Y2 for x 2 X;
then f is continuous if and only if fi : X ! Yi is continuous for both i = 1 and
i = 2. The same sort of phenomenon holds for measurability if the spaces Y1 and Y2
each have a countable base. Recall that a topological space (Y; �) has a countable
base fGng1n=1 if each Gn is open and if for every point x contained in an open set
G there is n 2 N such that x 2 Gn � G. For example, Euclidean space Rm has
a countable base, namely the collection of all open balls with rational radii having
centers with rational coordinates.

Lemma 19. Suppose that (X;A) is a measurable space, and that (Y1; �1) and
(Y2; �2) are topological spaces with countable bases. Then

f = (f1; f2) : X ! Y1 � Y2
is measurable if and only if fi : X ! Yi is measurable for both i = 1 and i = 2.

Proof. Suppose �rst that f is measurable. Since the projection map �i :
Y1 � Y2 ! Yi is continuous, Proposition 5 shows that fi = �i � f is measurable for
i = 1; 2.

Now suppose that both f1 and f2 are measurable. Then if R = G1 �G2 is an
open rectangle,

(1.1) f�1 (R) = f�1 (G1 �G2) = f�11 (G1) \ f�12 (G2) 2 A:
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If J =
S1
k=1Rk is a countable union of open rectangles Rk, we have

f�1 (J) =
1[
k=1

f�1 (Rk) 2 A:

Finally, it is easy to see that every open set J in Y1 � Y2 is a countable union of
open rectangles because of our assumption that Yi has a countable base for i = 1
and i = 2. Indeed, if Bi is a countable base for Yi, then

B1 � B2 � fG1 �G2 : Gi 2 Bi for 1 = 1; 2g

is a countable base for Y1 � Y2. Then if J is open,

J =
[
fG : G 2 B1 � B2 and G � Jg ;

and the latter union is clearly at most countable. This completes the proof that f
is measurable. �

Corollary 13. Let (X;A) be a measurable space and n � 2. Then
(1) f : X ! Rn is measurable if and only if each component function fi :

X ! R in f (x) = (f1 (x) ; :::; fn (x)) is measurable, 1 � i � n, and
(2) if f; g : X ! Rn are both measurable, then so are f + g : X ! Rn and

f � g : X ! R.

Proof. Assertion (1) follows by induction from Lemma 19. Now de�ne F :
X ! Rn � Rn by F (x) � (f (x) ; g (x)) for x 2 X. Then the measurability of
f and g implies that of F by Lemma 19. If ' : Rn � Rn ! Rn is de�ned by
' (u; v) = u+v, then the continuity of ' and Proposition 5 imply the measurability
of (' � F ) (x) = f (x) + g (x) = (f + g) (x), x 2 X. Similarly, if  : Rn � Rn ! R
is de�ned by ' (u; v) = u � v, then the continuity of  and Proposition 5 imply the
measurability of ( � F ) (x) = f (x) � g (x) = (f � g) (x), x 2 X. �

The following lemma is proved exactly as in the case of Lebesgue measure on
the real line treated above.

Lemma 20. Let (X;A) be a measurable space. Suppose that f; fn; g : X !
[�1;1] for n 2 N.

(1) If f is �nite-valued, then f is measurable if and only if f�1 (G) 2 A for
all open sets G � R if and only if f�1 (F ) 2 A for all closed sets F � R.

(2) If f is �nite-valued and continuous, then f is measurable.
(3) If f is �nite-valued and measurable and � : R ! R is continuous, then

� � f is measurable.
(4) If ffng1n=1 is a sequence of measurable functions, then the following func-

tions are all measurable:

sup
n
fn (x) ; inf

n
fn (x) ; ::: lim sup

n!1
fn (x) ; lim inf

n!1
fn (x) :

(5) If ffng1n=1 is a sequence of measurable functions and f (x) = limn!1 fn (x),
then f is measurable.

(6) If f is measurable, so is fn for n 2 N.
(7) If f and g are �nite-valued and measurable, then so are f + g and fg.



1. ABSTRACT INTEGRATION 71

1.2. Simple, nonnegative and integrable functions. We now proceed al-
most exactly as we did in the case of Lebesgue measure on the real line R. We will
be brief and omit all proofs here as they are virtually verbatim the same as the
proofs we gave for Lebesgue measure.

Let (X;A; �) be a measure space. A function ' : X ! R is a simple function
if it is measurable and its range is �nite. Such functions have the form

' =
NX
k=1

�k�Ek ; �k 2 R; Ek 2 A:

Proposition 7. Let f : X ! [�1;1] be measurable.
(1) If f is nonnegative there is an increasing sequence of nonnegative simple

functions f'kg
1
k=1 that converges pointwise and monotonically to f :

'k (x) � 'k+1 (x) and lim
k!1

'k (x) = f (x) ; for all x 2 X:

(2) There is a sequence of simple functions f'kg
1
k=1 satisfying

j'k (x)j �
��'k+1 (x)�� and lim

k!1
'k (x) = f (x) ; for all x 2 X:

If ' is a simple function, then ' has a unique canonical representation

' =
NX
k=1

�k�Ek ;

where the real constants �k are distinct and nonzero, and the measurable sets Ek
are pairwise disjoint. We de�ne the integral of ' byZ

'd� =
NX
k=1

�k jEkj� ;

where we are using the notation jEkj� = � (E) for E 2 A. If E 2 A and ' is a
simple function, then so is �E', and we de�neZ

E

'd� =

Z
(�E') d�:

Lemma 21. Suppose that ' and  are simple functions and that E;F 2 A.
(1) If ' =

PM
k=1 �k�Fk (not necessarily the canonical representation), thenZ

'd� =

MX
k=1

�k jFkj� :

(2)
R
(a'+ b ) d� = a

R
'd�+ b

R
 d� for a; b 2 C,

(3)
R
E[F 'd� =

R
E
'd�+

R
F
' if E \ F = �,

(4)
R
'd� �

R
 d� if ' �  ,

(5)
��R 'd��� � R j'j d�.

For f : X ! [0;1] measurable we de�neZ
fd� = sup

�Z
'd� : 0 � ' � f and ' is simple

�
:
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We say that f is integrable if
R
fd� <1. For E measurable de�neZ
E

fd� =

Z
(�Ef) d�:

Lemma 22. Suppose that f; g : X ! [0;1] are nonnegative measurable func-
tions and that E;F 2 A.

(1)
R
(af + bg) d� = a

R
fd�+ b

R
gd� for a; b 2 (0;1),

(2)
R
E[F fd� =

R
E
fd�+

R
F
fd� if E \ F = �,

(3)
R
fd� �

R
gd� if 0 � f � g,

(4) If
R
fd� <1, then f (x) <1 for a.e. x,

(5) If
R
fd� = 0, then f (x) = 0 for a.e. x.

Theorem 30. (Monotone Convergence Theorem) Suppose that ffng1n=1 is an
increasing sequence of nonnegative measurable functions, i.e. fn (x) � fn+1 (x),
and let

f (x) = sup
n
fn (x) = lim

n!1
fn (x) :

Then f is nonegative and measurable andZ
fd� = sup

n

Z
fnd� = lim

n!1

Z
fnd�:

Corollary 14. Suppose that ak (x) � 0 is measurable for k � 1. ThenZ 1X
k=1

akd� =
1X
k=1

Z
akd�:

Lemma 23. (Fatou�s Lemma) If ffng1n=1 is a sequence of nonnegative mea-
surable functions, then Z

lim inf
n!1

fnd� � lim inf
n!1

Z
fnd�:

If f : X ! [�1;1] is measurable, de�neZ
fd� =

Z
f+d��

Z
f�d�;

provided not both
R
f+d� and

R
f�d� are in�nite. We say that such an f is

integrable if Z
jf j d� =

Z �
f+ + f�

�
d� =

Z
f+d�+

Z
f�d� <1:

Lemma 24. Suppose that f; g are integrable and that E;F 2 A.
(1)

R
(af + bg) d� = a

R
fd�+ b

R
gd� for a; b 2 R,

(2)
R
E[F fd� =

R
E
fd�+

R
F
f if E \ F = �,

(3)
R
fd� �

R
gd� if f � g,

(4)
��R fd��� � R jf j d�.

We say that a property P (x) holds � � a:e: x 2 X if the set of x for which
P (x) fails has �-measure zero.
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Theorem 31. (Dominated Convergence Theorem) Let g be a nonnegative in-
tegrable function. Suppose that ffng1n=1 is a sequence of measurable functions sat-
isfying

lim
n!1

fn (x) = f (x) ; �� a:e: x 2 X;
and

jfn (x)j � g (x) ; �� a:e: x 2 X:
Then

lim
n!1

Z
jf � fnj d� = 0;

and hence Z
fd� = lim

n!1

Z
fnd�:

Finally, if f (x) = u (x) + iv (x) is complex-valued where u (x) and v (x) are
real-valued measurable functions such thatZ

jf j d� =
Z p

u2 + v2d� <1;

then we de�ne Z
fd� =

Z
ud�+ i

Z
vd�:

The usual properties of linearity, additivity, monotonicity and the triangle inequal-
ity all hold for this de�nition as well.

2. The Riesz representation theorem

Suppose we have a measure space (X;A; �) that is also a topological space
(X; �) with topology � � A. Then every continuous function f : X ! C is
measurable. If in addition the measure � is locally �nite, i.e.

� (K) <1 for all compact sets K � X;

and if the space X is compact, or more generally just if f has compact support, then
f is integrable and the integral

R
fd� is a complex number. Now the set Cc (X) of

continuous complex-valued functions on X with compact support is clearly a com-
plex vector space under pointwise addition and scalar multiplication of functions.
The map

�� : Cc (X)! C; given by ��f =
Z
fd�;

is a linear functional on the vector space Cc (X). Moreover it has a special property
due to the positivity of the measure �, namely that �� is a positive linear functional:

��f � 0 whenever f 2 Cc (X) satis�es f (x) � 0 for all x 2 X:
Remarkable fact: For many topological spaces (X; �), every posi-
tive linear functional � on Cc (X) is equal to �� for some positive
locally �nite Borel measure � on X.

The condition we will impose on the space X in order to force this remarkable
fact is that X be locally compact and Hausdor¤. A topological space (X; �) is
locally compact if X has a base of compact sets, i.e. for every x 2 G � X with G
open, there is H open with H compact and

x 2 H � H � G � X:
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A topological space (X; �) is Hausdor¤ if for every pair of distinct points x; y 2 X
there are open sets G and H such that

x 2 G; y 2 H and G \H = ;:

The key fact that we use about such spaces, and which connects measures to con-
tinuous functions is Urysohn�s Lemma.

2.1. Urysohn�s Lemma.

Lemma 25. (Urysohn) Suppose that X is a locally compact Hausdor¤ space and
that K � V � X where K is compact and V is open. Then there is a continuous
function with compact support f 2 Cc (X) such that

(2.1) �K (x) � f (x) � �V (x) ; x 2 X:

In particular f = 1 on K and f = 0 outside V .

The conclusion of Urysohn�s Lemma can be viewed as a strong form of the
Hausdor¤ property. It says that if K is a compact set and F is a closed set, then
K and F can be �separated�by a continuous function that is 0 on F and 1 on K.
In particular, if singletons are closed in X, then given x and y distinct points in
X, we can take K = fxg, F = fyg, G =

�
f > 1

2

	
and H =

�
f < 1

2

	
to obtain the

Hausdor¤ property x 2 G, y 2 H and G \H = ;.

Proof of Urysohn�s Lemma: We give the proof in three steps.
Step 1 : We �rst show that we can squeeze an open set U with compact closure

U between K and V as follows:

(2.2) K � U � U � V:

Here is how to construct such a set U . For each p 2 K we use the fact that X is
locally compact to choose an open set Op containing p and such that Op is compact.
SinceK is compact there is a �nite collection fOpng

N
n=1 of these open sets that cover

K. Then O �
SN
n=1Opn is open, contains K and O =

SN
n=1Opn is compact. In

the special case that V = X we can take U = O. Otherwise, F = X n V is closed
and nonempty.

Now we use the Hausdor¤ property of X to obtain that for every x 2 K and
y 2 F , there are open sets G(x;y) and H(x;y) with

x 2 G(x;y); y 2 H(x;y) and G(x;y) \H(x;y) = ;:

Momentarily �x y 2 F . SinceK is compact there is a �nite subcollection
�
G(xm;y)

	M
m=1

that covers K. Then the open sets

Gy �
M[
m=1

G(xm;y) and H
y =

M\
m=1

H(xm;y)

separate K and y in the sense that Gy and Hy are disjoint open sets that con-
tain K and y respectively. Thus y =2 Gy and we see that the collection of sets�
F \O \Gy

	
y2F satis�es \

y2F

�
F \O \Gy

�
= ;:
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Since the sets F\O\Gy are compact (O is compact and F andGy are closed), the �-
nite intersection property shows that there is a �nite subcollection

�
F \O \Gy`

	L
`=1

satisfying
L\
`=1

�
F \O \Gy`

�
= ;:

Then the set

U �
L\
`=1

(O \Gy`)

is open with compact closure U =
TL
`=1

�
O \Gy`

�
, and of course

U � X n F = V:

Step 2 : We now iterate the squeezing process as follows. First rewrite (2.2)
with U0 in place of U :

K � U0 � U0 � V:

Then apply (2.2) to the pair of sets K � U0 where K is compact and U0 is open to
obtain an open set U1 with compact closure satisfying

K � U1 � U1 � U0 � U0 � V:

Next, apply (2.2) to the pair of sets U1 � U0 where U1 is compact and U0 is open
to obtain an open set U 1

2
with compact closure satisfying

K � U1 � U1 � U 1
2
� U 1

2
� U0 � U0 � V:

We continue with

K � U1 � U1 � U 3
4
� U 3

4
� U 1

2
� U 1

2
� U 1

4
� U 1

4
� U0 � U0 � V;

and then

K � U1 � U1 � U 7
8
� U 7

8
� U 3

4
� U 3

4

� U 5
8
� U 5

8
� U 1

2
� U 1

2
� U 3

8
� U 3

8

� U 1
4
� U 1

4
� U 1

8
� U 1

8
� U0 � U0 � V:

This process can be continued inde�nitely and produces a collection of open sets
fUrgr2D where D =

�
k
2`
: k; ` 2 N with ` � 1 and 0 � k � 2`

	
and that satis�es

the property

(2.3) K � Ur � Ur � Us � Us � V

whenever r; s 2 D with r > s.

Step 3 : We can now de�ne our candidate for the function f : X ! [0; 1] in
(2.1). Given x 2 X we de�ne

f (x) � sup
0�r�1

r�Ur (x) :

Then f is lower semicontinuous, i.e. satis�es

fx 2 X : f (x) > �g =
[
r>�

Ur is open for all 0 � � � 1:
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Similarly, the function g de�ned by

g (x) � inf
0�s�1

n
s�(Us)

c (x) + �Us (x)
o
;

is upper semicontinuous, i.e. satis�es

fx 2 X : g (x) < �g =
[
s<�

�
Us
�c
is open for all 0 � � � 1;

because if g (x) < t < � with t 2 D, then x 2
�
Ut
�c � Ss<� �Us�c.

If we can show that f = g, it will then follow that f is continuous since

f�1 ((a; b)) = ff > ag \ fg < bg
will be open for all open intervals (a; b) with 0 � a < b � 1, and this is enough to
establish the continuity of f : X ! [0; 1]. Now it su¢ ces to show that f (x) = g (x)
for all x 2 U0 n U1 since both f and g vanish outside U0, and both are 1 inside
U1. But if f (x) > g (x) and x 2 U0 n U1, then there are r; s 2 D such that r > s

with x 2 Ur and x 2
�
Us
�c
, contradicting (2.3) which says Ur � Us. On the

other hand, if f (x) < g (x) and x 2 U0 n U1, then there are t; v 2 D such that
f (x) < t < v < g (x) with x =2 Ut and x =2

�
Uv
�c
. Thus x 2 (Ut)c \ Uv which

implies v � t, contradicting our assumption that t < v. This completes the proof
that f = g, and hence the proof of Urysohn�s Lemma.

Urysohn�s Lemma can be thought of as a continuous unit function on the
compact set K that is subordinate to the open set V covering K. A simple algebraic
trick permits us to obtain a far more �exible variant, namely a continuous partition
of unity on the compact set K that is subordinate to a �nite open cover fVngNn=1
of K.

Corollary 15. Suppose that fVngNn=1 is a �nite collection of open subsets of
a locally compact Hausdor¤ space X. If K is a compact subset of X that is covered
by fVngNn=1, then there exist continuous compactly supported functions ffng

N
n=1 �

Cc (X) satisfying

�K �
NX
n=1

fn � �SN
n=1 Vn

;

0 � fn � �Vn ; 1 � n � N:

In particular,
PN
n=1 fn = 1 on K and fn = 0 outside Vn.

Proof : For each x 2 K there is n = n (x) such that x 2 Vn. Since X is locally
compact, there is an open set Wx;n with compact closure satisfying x 2 Wx;n �
Wx;n � Vn(x). Then

�
Wx;n(x)

	
x2X is an open cover of K, and since K is compact,

there is a �nite subcover fG`gL`=1. Now for 1 � n � N let Jn be the union of all G`
that are contained in Vn. Then Jn is a �nite union of compact sets, so is compact
itself. Also, we have K �

SN
n=1 Jn. Indeed, every y 2 K lies in some G`, and G`

equals Wx;n(x) for some x 2 X, and so y 2 Jn(x) since

y 2 G` =Wx;n(x) �Wx;n(x) � Vn(x):

Now apply Urysohn�s Lemma to the pair Jn � Vn to obtain gn 2 Cc (x) such that
�Jn � gn � �Vn ; 1 � n � N:
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Now we use an algebraic trick motivated by the solution to a well known math-
ematical teaser of P. Halmos.

Mathematical Teaser: A barrel of pickles that is 99% water by
weight is opened at sunrise and left out in the sun all day.
At sunset it is 98% water and weighs 500 lbs. How much did
the barrel weigh at sunrise?

Solution: Consider the complement of the water. Since the percentage of
nonwater in the barrel doubles during the day (it goes from 1% nonwater
to 2% nonwater), the weight of the barrel and contents must have been
cut in half by sunset (the weight of nonwater - the barrel and pickle pulp
- remains constant). Thus the barrel started the day at 1000 lbs.

To apply this principle of complementation to our partition of unity problem,
we observe that each continuous function 1� gn vanishes on Jn, hence the productQN
n=1 (1� gn) is continuous and vanishes on

SN
n=1 Jn. Thus f � 1�

QN
n=1 (1� gn)

is continuous and equals 1 on K and vanishes outside
SN
n=1 Vn. It remains only to

write f =
PN
n=1 fn where each fn is continuous and satis�es 0 � fn � �Vn . But

this can be achieved by writing
NY
n=1

(1� gn) = �gN
N�1Y
n=1

(1� gn) +
N�1Y
n=1

(1� gn)

= �gN
N�1Y
n=1

(1� gn)� gN�1
N�2Y
n=1

(1� gn) +
N�2Y
n=1

(1� gn)

= �fN � fN�1 � :::� f1 + 1;
where

f1 = g1;

f2 = (1� g1) g2;
f3 = (1� g1) (1� g2) g3;

...

fN = (1� g1) (1� g2) ::: (1� gN�1) gN :
Of course we could have simply begun by de�ning fn as above, and then using

induction on n to show that

1�
nX
k=1

fk =
nY
k=1

(1� gk) ; 1 � n � N:

However, this would have denied us the fun of �nding the formulas in the �rst place.
In any event, the case n = N yields

NX
k=1

fk (x) = 1�
NY
k=1

(1� gk) = 1; x 2 K;

since every x 2 K lies in Jk for some 1 � k � N , and hence 1� gk (x) = 1� 1 = 0.
Finally �Jn � gn � �Vn and 0 �

Qn
k=1 (1� gk) � 1 imply

0 �
(

nY
k=1

(1� gk)
)
�Jn �

(
nY
k=1

(1� gk)
)
gn = fn � �Vn
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for all 1 � n � N .

2.2. Representing continuous linear functionals. In preparation for sta-
ting the Riesz representation theorem, we introduce some regularity terminology
that links measure and topology.

Definition 15. Suppose that � is a Borel measure on a topological space X.
We say � is outer regular if

(2.4) � (E) = inf f� (V ) : E � V openg
for all Borel sets E. We say � is inner regular if

(2.5) � (E) = sup f� (K) : K compact � Eg
for all Borel sets E. We say � has limited inner regularity if (2.5) holds for all
open sets E, and for all Borel sets E with � (E) <1.

Finally we say � is regular if � is both outer and inner regular; and we say �
has limited regularity if � is outer regular and has limited inner regulariy.

Remark 14. The terminology surrounding regularity and Borel measures is
not standardized. For example, many authors, including Rudin, say that a measure
� is a Borel measure if it is de�ned on a �-algebra A that contains the Borel �-
algebra B - as opposed to identifying the measure � with its measure space (X;A; �)
and declaring it to be Borel if A = B. Rudin goes on to de�ne � to be regular if both
(2.4) and (2.5) hold for all Borel sets E 2 B. Other authors insist that a regular
measure satisfy the stronger requirement that (2.4) and (2.5) hold for all E 2 A.
Of course, if every set E 2 A has the form B[N where B 2 B is Borel and N 2 A
is null (� (N) = 0), then the two notions of regular coincide.

We introduced the notion of limited regularity in order to clarify the uniqueness
assertion in the Riesz representation theorem, whose statement follows.

Theorem 32 (Riesz Representation Theorem). Suppose that X is a locally
compact Hausdor¤ space, and that � : Cc (X) ! C is a positive linear functional
on Cc (X). Then there is a unique positive Borel measure � on X with limited
regularity such that

(2.6) �f =

Z
X

fd�; f 2 Cc (X) :

Moreover, there is a �-algebra A on X that contains the Borel sets in X, and an
extension of � to a measure on A, which we continue to denote by �, and which
satis�es the following properties:

Local �niteness: � (K) <1 for all compact K � X,
Outer A-regularity: � (E) = inf f� (V ) : E � V openg for all E 2 A,
Limited inner A-regularity: � (E) = sup f� (K) : K compact � Eg for
E open, and for E 2 A with � (E) <1,

Completeness: A 2 A if A � E 2 A and � (E) = 0.

We will see later that inner regularity may fail for a measure � arising in the
Riesz representation theorem. On the other hand we will also see later that in
nice topological spaces X, in particular those locally compact Hausdor¤ spaces in
which every open set is a countable union of compact sets, every locally �nite Borel
measure � is regular.
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Remark 15. If � is a positive linear functional on Cc (X), where X is locally
compact and Hausdor¤, and if � is a positive Borel measure satisfying (2.6), then
� must be locally �nite. Indeed, if K is compact, then by Urysohn�s Lemma there
is f 2 Cc (X) with �K � f � �X = 1, and so

� (K) =

Z
X

�Kd� �
Z
X

fd� = �f <1.

Proof (of Theorem 32): We begin with the uniqueness of a positive Borel
measure � on X with limited regularity that satis�es the representation formula
(2.6). Suppose that �1 and �2 are two such Borel measures. First we observe that
because each of �1 and �2 has limited regularity, and because the collection of sets
on which �1 and �2 coincide is a �-algebra, it su¢ ces to prove that �1 (K) = �2 (K)
for all compact sets K in X.

Fix K compact and " > 0. By outer regularity of �2 there is an open set V
satisfying

�2 (V ) � �2 (K) + ":

By Urysohn�s Lemma there is f 2 Cc (X) such that

�K � f � �V :

Altogether we thus have

�1 (K) =

Z
X

�Kd�1 �
Z
X

fd�1 = �f =

Z
X

fd�2

�
Z
X

�V d�2 = �2 (V ) � �2 (K) + ":

Since " > 0 is arbitrary, we conclude that �1 (K) � �2 (K), and hence also �2 (K) �
�1 (K) by symmetry.

In order to establish the existence of a positive Borel measure � that satis�es
the representation formula (2.6), we must work much harder. However, it turns
out to be no harder to obtain the measure � on a �-algebra A with the additional
properties listed in the statement of the theorem. So we now turn to proving
the existence of such A and � in eleven steps. Parts of the arguments below are
reminiscent of some of those used in the construction of Lebesgue measure above.

We de�ne the support of a complex-valued function f to be the closure of the
set of x where f (x) 6= 0, and we denote it by suppf ; thus

suppf � fx 2 X : f (x) 6= 0g:

Step 1 : For every subset E 2 P (X) we de�ne

�� (E) � inf
E�V open

(
sup

0�f��V
�f

)
;

where the in�mum is taken over all open sets V that contain E, and the supremum
in braces is taken over all nonnegative f 2 Cc(X) such that f is subordinate to V .
We �rst observe that for G open we have the simpler formula,

�� (G) = sup
0�f��G

�f;
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and hence also

(2.7) �� (E) = inf
E�V open

�� (V ) ; E 2 P (X) :

Step 2 : We claim that �� : P (X)! [0;1] is an outer measure, i.e. that �� is
monotone and countably subadditive.

Clearly �� is monotone since if E � F , then

�� (E) = inf
E�V open

�� (V ) � inf
F�V open

�� (V ) = �� (F )

follows since every open set V containing F also contains E. To see that �� is
countably subadditive, i.e.

(2.8) ��

 1[
n=1

En

!
�

1X
n=1

�� (En) ; for all fEng1n=1 � P (X) ;

we �rst show that

(2.9) �� (U [ V ) � �� (U) + �� (V ) ;

for all open sets U and V . Let f 2 Cc (X) satisfy 0 � f � �U[V . Apply the
partition of unity Corollary 15 with K = suppf to obtain g; h 2 Cc (X) with

�K � g + h � �U[V ;

0 � g � �U and 0 � h � �V :

Then we have

�f = � [f (g + h)] = � (fg) + � (fh) � �� (U) + �� (V )

since 0 � fg � �U and 0 � fh � �V . Since this holds for all 0 � f � �U[V , we
can take the supremum over such f to get (2.9). Induction then yields the more
general statement,

(2.10) ��

 
N[
n=1

Vn

!
�

NX
n=1

�� (Vn) ; for all Vn open:

We may suppose that �� (En) <1 in (2.8), and then given " > 0, we can �nd
open sets Vn containing En such that �� (Vn) � �� (En) + "

2n for each n � 1. Set
V �

S1
n=1 Vn and choose f 2 Cc (X) with 0 � f � �V . Since suppf is compact

there is N <1 such that 0 � f � �SN
n=1 Vn

. Altogether we have

�f � ��
 

N[
n=1

Vn

!
�

NX
n=1

�� (Vn) �
NX
n=1

�
�� (En) +

"

2n

�
< "+

NX
n=1

�� (En) ;

and taking the supremum over such f , we obtain

�� (V ) � "+
1X
n=1

�� (En) :

Since �� is monotone and " > 0 is arbitrary, we thus have

��

 1[
n=1

En

!
�

1X
n=1

�� (En) :
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Step 3 : We now de�ne A and �. Let

Ainner �
�
E 2 P (X) : �� (E) <1 and �� (E) = sup

compact K�E
�� (K)

�
;

and
A � fE 2 P (X) : E \K 2 Ainner for every compact set Kg :

Then we de�ne � : A ! [0;1] by

� (E) = �� (E) ; E 2 A:

We will eventually see that Ainner consists exactly of those sets E 2 A such that
� (E) <1. In the steps below we establish that A is a �-algebra on X containing
the Borel sets, and that � is a positive measure on A.

It will be convenient to use the shorthand notation K � f (read K is subordi-
nate to f) to mean K is compact, f 2 Cc (X) and �K � f � 1; and to use f � V
(read f is subordinate to V ) to mean V is open, f 2 Cc (X) and 0 � f � �V .

Step 4 : If K is compact, then K 2 A and

(2.11) � (K) = inf
K�f

�f:

Suppose that K � f and 0 < � < 1. Then with V� � ff > �g we have

�� (K) � �� (V�) = sup
g�V�

�g =
1

�
sup
g�V�

� (�g) � 1

�
� (f) ;

since �g � f whenever g � V�. Thus K 2 A, and letting � ! 1, we obtain
� (K) � � (f).

If now " > 0 there exists an open set V containing K such that �� (V ) <
� (K) + ". Urysohn�s Lemma yields f so that K � f � V , and so altogether we
have

� (K) � � (f) � �� (V ) < � (K) + ":

Since " > 0 is arbitrary, we obtain (2.11).

Step 5 : If G is open, then

(2.12) �� (G) = sup
compact K�G

� (K) :

In particular, if G is open and �� (G) < 1, then G 2 Ainner. To see (2.12), let
� < �� (G) so that there is f � G with � < �f � �� (G). Now K = suppf is
compact and if W is an open set that contains K, then f �W and hence

�f � �� (W ) :

Since this holds for all such W we obtain

�f � inf
K�W open

�� (W ) = � (K) :

Altogether we have
� < �f � � (K) � �� (G) ;

and since � was any number less than �� (G) and K is compact, the proof of (2.12)
is complete.
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Step 6 : Suppose that fEig1i=1 is a sequence of pairwise disjoint sets in Ainner.
Then

(2.13) ��

 1[
i=1

Ei

!
=

1X
i=1

�� (Ei) :

If in addition �� (
S1
i=1Ei) < 1, then

S1
i=1Ei 2 Ainner. We begin by proving

(2.13) for a �nite union of compact sets,

(2.14) �
�
K

�
[ L
�
= � (K) + � (L) ; K; L compact:

Given " > 0 there is by Urysohn�s Lemma a function f 2 Cc (X) with 0 � f � 1
separating K and L in the sense that f = 1 on K and f = 0 on L. From (2.11) in
Step 4 we obtain g such that K [ L � g and

�g < � (K [ L) + ":
From (2.11) applied to K � fg and L � (1� f) g the linearity of � gives

� (K) + � (L) � � (fg) + � [(1� f) g] = �g < � (K [ L) + ":
Now we use that " > 0 is arbitrary, together with the subadditivity of �� in (2.8)
of Step 2, to obtain (2.14).

Now we turn to proving (2.13) in full generality. Recall that Ei 2 Ainner. Thus
given " > 0 there are compact sets Hi � Ei satisfying

�� (Ei) < � (Hi) +
"

2i
; 1 � i <1:

Now set Kn �
Sn
i=1Hi and use (2.14) repeatedly to obtain

nX
i=1

�� (Ei) <
nX
i=1

� (Hi) + " = � (Kn) + " � �� (E) + ":

Letting �rst "! 0 and then n!1 we obtain
P1
i=1 �

� (Ei) � �� (E), which when
combined with the countable subadditivity in (2.8), yields (2.13).

Finally, the inequality

� (Kn) >

nX
i=1

�� (Ei)� " = ��
 1[
i=1

Ei

!
�

1X
i=n+1

�� (Ei)� ";

together with the compactness of KN , shows that
1[
i=1

Ei 2 Ainner if �� (
S1
i=1Ei) <

1.

Step 7 : Suppose that E 2 Ainner and " > 0. Then there is a compact set K
and an open set V such that

K � E � V and �� (V nK) < ":

Indeed, the de�nition of �� in (2.7) shows that there is an open set V such that
E � V and �� (V ) < �� (E) + "

2 ; while the de�nition of Ainner shows that there is
a compact set K such that K � E and � (K) > �� (E) � "

2 . Now V nK is open
and �� (V nK) � �� (V ) < 1, so that (2.12) in Step 5 implies V n K 2 Ainner.
Then (2.13) applied to V = K

�
[ (V nK) gives

�� (V nK) = �� (V )� � (K) < �� (E) + "

2
�
�
�� (E)� "

2

�
= ":
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Step 8 : If A;B 2 Ainner, then
A nB; A \B; A [B 2 Ainner:

Given " > 0, the previous step shows that there are compact sets K and L and
open sets U and V such that

K � A � U and L � B � V;

�� (U nK) ; �� (V n L) < ":

Then monotonicity and subadditivity (2.8) give

�� (A nB) � �� (U n L)
� �� (U nK) + �� (K n V ) + �� (V n L)
< "+ �� (K n V ) + ":

Now J = K n V is a compact subset of A nB, so we conclude that
�� (A nB) = sup

compact J�AnB
�� (J) ;

which implies that A nB 2 Ainner by the de�nition in Step 3.
Now

A n (A nB) = A \ (A \Bc)c = A \ (Ac \B) = A \B

shows that A \ B 2 Ainner. Finally, (2.13) applied to A [ B = (A nB)
�
[ B yields

A [B 2 Ainner.

Remark 16. In the special case that X is compact, we have at this point in
the proof established that A = Ainner is a �-algebra on X containing the Borel
sets, and that �� is a measure when restricted to A. Indeed, Step 5 shows Ainner
contains all open sets, Step 8 shows that Ainner is closed under complementation,
and Step 6 then shows that Ainner is closed under countable unions - after expressing
a countable union as a countable union of pairwise disjoint sets in Ainner. It
now follows that A = Ainner is a �-algebra on X containing the Borel sets. The
countable additivity of � = �� on A follows from Step 6.

Step 9 : A is a �-algebra on X containing the Borel sets. First we show that
A is closed under complementation. If A 2 A and K is compact, then both K and
A \K are in Ainner and so by Step 8 we have

Ac \K = K n (A \K) 2 Ainner;
and this shows that Ac 2 A.

Now suppose that A =
S1
i=1Ai where each Ai 2 A, and let K be compact. We

now write A \K as a pairwise disjoint union by setting

B1 = A1 \K;
B2 = (A2 \K) nB1;

...

Bn = (An \K) n
 
n�1[
i=1

Bi

!
;

...
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By Step 8 and induction on n we have Bn 2 Ainner for all n � 1. Then Step 6
yields

A \K =
�[

n�1
Bn 2 Ainner:

Since this holds for all compact K we have A 2 A.
Finally, if F is a closed set, then F \ K is compact, hence F \ K 2 Ainner.

This proves that F 2 A and it follows that A contains all the Borel sets.

Step 10 : Ainner = A\fE 2 P (X) : �� (E) <1g and � is a measure on A. If
E 2 Ainner then E \K 2 Ainner for all compact K by Steps 4 and 8. This shows
that

Ainner � A \ fE : �� (E) <1g :
We can now write � (E) = �� (E) for E 2 Ainner, and in particular by Step 5, for
E open and �� (E) <1.

Conversely, suppose that E 2 A and � (E) <1. Given " > 0 there is an open
set V � E with � (V ) = �� (V ) < 1, hence V 2 Ainner. Now by Steps 5 and
7 there is a compact set K � V with � (V nK) < ". Since E \ K 2 Ainner by
de�nition of A, there is by de�nition of Ainner, a compact set H � E \K with

� (E \K) < � (H) + ":

By subadditivity we thus have

� (E) � � (E \K) + � (V nK) < � (H) + 2";

which implies that E 2 Ainner.
Finally, Step 6 shows that � is countably additive on A, i.e.

�

0@ �[
1�i<1

Ei

1A =

1X
i=1

� (Ei) ;

since if one of the sets Ei has in�nite measure, there is nothing to prove, and
otherwise Ei 2 Ainner for all i.

Step 11 : For every f 2 Cc (X) we have

�f =

Z
X

fd�:

Since � (f) = �� (�f), it su¢ ces to prove the inequality

(2.15) �f �
Z
X

fd�; for all real f 2 Cc (X) :

So let f 2 Cc (X) be real with support K = suppf , and let the interval [a; b] contain
the compact range of f . Given " > 0 choose points fyigni=0 � R such that

y0 < a < y1 < y2 < ::: < yn = b;

4yi � yi � yi�1 < "; 1 � i � n:

De�ne sets Ei by

Ei � f�1 ((yi�1; yi]) \K; 1 � i � n:
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Now f is continuous, hence Borel measurable, and thus the sets fEigni=1 are
pairwise disjoint Borel sets with union K. By Step 9, the de�nitions of Ainner and
A, and the continuity of f , there are opens sets Vi with

� (Vi) < � (Ei) +
"

n
; 1 � i � n;

f (x) < yi + "; for x 2 Vi; 1 � i � n:

The partition of unity Corollary 15 yields functions hi � Vi satisfying
nX
i=1

hi (x) = 1; x 2 K:

Thus we have f =
Pn
i=1 hif and (2.11) in Step 4 shows that

� (K) � �
 

nX
i=1

hi

!
=

nX
i=1

�hi:

We also have

�hi � � (Vi) < � (Ei) +
"

n
; 1 � i � n:

Finally, we use that

hif � (yi + ")hi;

yi � " < f (x) for x 2 Ei;

to obtain

�f =

nX
i=1

� (hif) �
nX
i=1

(yi + ") �hi

=

"
nX
i=1

(jaj+ yi + ") �hi

#
�
"
jaj

nX
i=1

�hi

#

�
"
nX
i=1

(jaj+ yi + ")
�
� (Ei) +

"

n

�#
� [jaj� (K)]

=

"
nX
i=1

(yi � ")� (Ei)
#
+ [2"� (K)] +

"
"

n

nX
i=1

(jaj+ yi + ")
#

�
Z
X

fd�+ " [2� (K) + 2 jaj+ jbj+ "] :

Since " > 0 is arbitrary, we obtain (2.15), and this completes the proof of the Riesz
representation theorem 32.

3. Regularity of Borel measures

Recall the fourth example in Example 4, where the set X was a well-ordered
set with last element !1, the �rst uncountable ordinal. A positive measure � : A !
f0; 1g was de�ned on X there by

� (E) =

�
1 if E [ f!1g contains an uncountable compact set
0 if Ec [ f!1g contains an uncountable compact set

;
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for E 2 A, and where A was the �-algebra given by

A �
�
E 2 P (X) : either E [ f!1g or Ec [ f!1g

contains an uncountable compact set

�
:

Then V = P!1 = X nf!1g is an uncountable open set with � (V ) = 1. On the other
hand, if K is a compact subset of V , then K is closed and hence � � lub (K) 2 K
and it follows that K � P�+1. Thus Kc � S� = [�+ 1; !1] where [�+ 1; !1] is an
uncountable closed, hence compact, subset of X. It follows from the de�nition of
� that � (K) = 0. In particular, the measure � does not have limited regularity:

� (V ) = 1 6= 0 = sup
compact K�V

� (K) :

We thus see that the measure � cannot arise as one of the measures � in
the conclusion of the Riesz representation theorem 32. However, X is a compact
Hausdor¤ space, so Cc (X) = C (X), and �� : C (X) ! C is a positive linear
functional on C (X), where

��f �
Z
X

fd�:

By the Riesz representation theorem 32, there is a positive Borel measure � on
X with limited regularity such that �� = ��. Thus we see that � 6= � and the
question arises as to what the measure � with limited regularity looks like. We
claim that

� = �!1 ;

where �!1 is the Dirac unit mass at the point !1 in X (see the third example in
Example 4). To see this we must show thatZ

X

fd� = f (!1) =

Z
X

fd�!1 ; f 2 C (X) :

The second equality here is trivial so we turn to proving the �rst equality. Given
" > 0, let G = f�1 ((f (!1)� "; f (!1) + ")) be the set of � 2 X such that

jf (�)� f (!1)j < ":

Then G is open and so contains a successor set S� for some � < !1. Since S� =
[� + 1; !1] is compact and uncountable, we have � (G) = 1 and � (Gc) = 0. ThusZ

X

fd� =

Z
G

fd�+

Z
Gc

fd� =

Z
G

fd�

where

f (!1)� " =
Z
G

(f (!1)� ") d� �
Z
G

fd� �
Z
G

(f (!1) + ") d� = f (!1) + ":

Since " > 0 is arbitrary, we obtain
R
X
fd� = f (!1). Note that �!1 (V ) = 0.

It turns out that the main topological obstacle to regularity in this example is
the existence of an open set that is not a countable union of compact sets (since
every compact set K in the open uncountable set V = P!1 is at most countable).
Indeed, our main theorem in this section is that if every open subset of X is a
countable union of compact sets, then every locally �nite Borel measure on X is
regular! In order to prove this we will �rst give a mild topological condition on
X that forces the measures arising in the Riesz representation theorem 32 to be
regular. Note that when X is compact, regularity follows immediately from limited
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regularity since � (X) < 1. The mild topological condition we impose is that X
be �-compact.

Notation 1. Let X be a topological space. We say that X is �-compact if
X = [1n=1Kn is a countable union of compact sets Kn. More generally, we say that
a subset E is �-compact if E is a countable union of compact sets. We say that a
set A is an F�-set if A is a countable union of closed sets. We say that a set B is
a G�-set if B is a countable intersection of open sets.

Theorem 33. Suppose that X is a locally compact, �-compact Hausdor¤ space.
If A and � are as in the conclusion of Theorem 32, then we have the following
properties:

(1) Suppose E 2 A. Given " > 0 there exist sets F closed and G open such
that

(3.1) F � E � G and � (G n F ) < ":

(2) � is a regular measure, i.e. (2.4) and (2.5) hold for all Borel sets E, in
fact for all E 2 A.

(3) If E 2 A, there is an F�-set A and a G�-set B such that

A � E � B and � (B nA) = 0:
In particular, every E 2 A is the union of an F�-set and a null set.

Proof : Let X = [1n=1Kn where Kn is compact for all n � 1.
(1) Suppose E 2 A and " > 0. We �rst claim that there is an open set

G � E with � (G n E) < "
2 . Indeed, � (Kn \ E) � � (Kn) < 1 and so the outer

A-regularity conclusion in Theorem 32 gives us an open set Gn � Kn \ E with

� (Gn n (Kn \ E)) = � (Gn)� � (Kn \ E) <
"

2n+1
:

Thus with G = [1n=1Gn we have

� (G n E) �
1X
n=1

� (Gn n (Kn \ E)) <
"

2
:

Applying the same reasoning to Ec yields an open set U with � (U n Ec) < "
2 . Then

F = U c is closed and the sets F and G satisfy (3.1) since

� (G n F ) = � (G n E) + � (E n F )
= � (G n E) + � (U n Ec) < "

2
+
"

2
= ":

(2) To see that � satis�es (2.5) for all E 2 A, we note that every closed set F
is �-compact; F = [1n=1 (Kn \ F ). Thus (1) implies (2.5).

(3) Finally, for each n � 1 choose Fn � E � Gn where Fn is closed and Gn is
open and � (Gn n Fn) < 1

n . Then A =
S1
n=1 Fn is an F�-set and B =

T1
n=1Gn is

a G�-set with A � E � B and

� (B nA) � � (Gn n Fn) <
1

n
; n � 1:

Thus � (B nA) = 0.

Now we can prove that on nice topological spaces, every reasonable Borel mea-
sure is regular.
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Theorem 34. Let X be a locally compact Hausdor¤ space satisfying

every open set is � � compact.

Suppose that � is a positive Borel measure on X that is locally �nite, i.e.

� (K) <1 for all compact sets K.

Then � is regular.

Proof : The map �� : Cc (X)! C, given by ��f =
R
X
fd� for f 2 Cc (X), is

a positive linear functional on Cc (X). Thus Theorems 32 and 33 yield a positive
regular Borel measure � satisfying (1) of Theorem 33 such that

��f =

Z
X

fd�; f 2 Cc (X) :

It remains to show that � = � under the hypotheses of our theorem. We will use
Urysohn�s Lemma and the Monotone Convergence Theorem for this.

Let V be open in X. By hypothesis, V is �-compact, so V = [1n=1Kn where
each Kn is compact. Urysohn�s Lemma yields a function fn 2 Cc (X) such that

�Kn
� fn � �V ; n � 1:

Let gm = max1�n�m fn. Then gm 2 Cc (X) and gm % �V monotonically as
m!1. Thus the Monotone Convergence Theorem can be applied twice to obtain

� (V ) =

Z
X

�V d� = lim
m!1

Z
X

gmd� = lim
m!1

��gm(3.2)

= lim
m!1

��gm = lim
m!1

Z
X

gmd� =

Z
X

�V d� = � (V ) :

Now �x a Borel set E. Let " > 0. Since � satis�es (1) of Theorem 33, there
is a closed set F and an open set G such that F � E � G and � (G n F ) < ". In
particular,

(3.3) � (G) = � (F ) + � (G n F ) � � (E) + ":

Now V = G n F is open and so (3.2) gives the same sort of inequality as (3.3), but
with � in place of �:

(3.4) � (G) = � (F ) + � (G n F ) = � (F ) + � (G n F ) � � (E) + ":

Remark 17. Outer regularity of � is all that is needed to obtain � (G) �
� (E) + " in (3.3). However, we have no such regularity information regarding �,
and in order to obtain (3.4), it is necessary to know that � coincides with � on an
open set G n F of small �-measure where F and G �sandwich�E. This is why we
need assertion (1) of Theorem 33 for �, which is stronger than regularity of �.

Using (3.2) for the open set G, it follows that both

� (E) � � (G) = � (G) � � (E) + ";

� (E) � � (G) = � (G) � � (E) + ";

and since " > 0 is arbitrary, we conclude that � (E) = � (E).
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4. Lebesgue measure on Euclidean spaces

We can use the Riesz representation theorem 32 to construct Lebesgue measure
on the real line R, and more generally on Euclidean space Rn. The idea is to de�ne
a positive linear functional � on Cc (Rn) using the Riemann integral

R
Rn f (x) dx:

�f �
Z
Rn
f (x) dx; f 2 Cc (Rn) :

It turns out that for this purpose we don�t need the full theory of Riemann integra-
tion, but just enough to de�ne the integral of a function f 2 Cc (Rn). The following
is su¢ cient.

4.1. Limited Riemann integration. Let Dk �
��
j2k; (j + 1) 2k

�	
j2Z be

the collection of right open left closed intervals of length 2k and left endpoint in
2kZ. In Rn we consider the corresponding cubes

Dnk �
�
Qkj
	
j2Zn �

(
nY
i=1

�
ji2

k; (ji + 1) 2
k
�)

j=(j1;:::;jn)2Zn
;

obtained by forming products Qk(j1;:::;jn) = Qkj1 � Qkj2 � ::: � Qkjn of intervals Q
k
ji

in Dk. A cube Q 2 Dnk has volume jQj =
�
2k
�n
= 2kn and so for f 2 Cc (Rn), we

de�ne upper and lower sums at level k by

U (f ; k) �
X
Q2Dn

k

2�kn sup
x2Q

f (x) ;

L (f ; k) �
X
Q2Dn

k

2�kn inf
x2Q

f (x) :

Clearly we have for ` > k,

(4.1) U (f ; k) � U (f ; `) � L (f ; `) � L (f ; k) :

Now K = suppf is compact, hence contained in a large cube P that is a union
of unit sized cubes in Dn0 . Moreover, f is uniformly continuous on K, hence on Rn,
and it follows that

U (f ; k)� L (f ; k) =
X

Q2Dn
k :Q�P

2�kn
�
sup
x2Q

f (x)� inf
x2Q

f (x)

�
(4.2)

� jP j sup
Q2Dn

k

�
sup
x2Q

f (x)� inf
x2Q

f (x)

�
;

which tends to 0 as k ! 1. Thus from (4.1) and (4.2) the limits of upper and
lower sums exist and coincide. We de�ne the Riemann integral of f 2 Cc (Rn) to
be Z

Rn
f (x) dx � lim

k!1
U (f ; k) = lim

k!1
L (f ; k) :

It follows easily that this integral has the elementary propertiesZ
Rn
(�f + �g) (x) dx = �

Z
Rn
f (x) dx+ �

Z
Rn
g (x) dx;

for f; g 2 Cc (Rn) and �; � 2 C;Z
Rn
f (x) dx �

Z
Rn
g (x) dx; for f � g:
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Thus the map � : Cc (Rn)! C given by �f =
R
Rn f (x) dx is a positive linear

functional, and Theorems 32 and 33 apply to show that there is a �-algebra Ln
containing the Borel sets, and a positive measure �n on Ln, called Lebesgue measure,
that satis�es

(1) �f =

Z
Rn
fd�n for all f 2 Cc (Rn) ;(4.3)

(2) �n (K) <1 for all compact K � Rn;
(3) Given E 2 Ln and " > 0, there is F closed and G open such that

F � E � G and �n (G n F ) < ";

(4) A 2 Ln if A � E 2 Ln and � (E) = 0:

It is now an easy matter to establish the additional properties expected of Lebesgue
measure �n on Rn:

(5) �n ([a1; b1]� [a2; b2]� :::� [an; bn]) =
nY
j=1

(bj � aj) ;(4.4)

(6) E + x 2 Ln and �n (E + x) = �n (E) if E 2 Ln and x 2 Rn:

We have already produced in Theorem 20 an example of a subset E of the
interval [0; 1) that is not Lebesgue measurable, i.e. E 2 P (R)nL1. We can lift this
example to higher dimensions simply by considering the set En � E �Rn�1 in Rn
since it is easy to see that En 2 P (Rn) n Ln.

Let Bn denote the Borel �-algebra on Rn. Then Bn � Ln, and the question
arises as to whether or not LnnBn is nonempty. In fact, we have already produced in
Example 3 a subset B of the unit interval [0; 1] that is not measurable, and with the
additional property that there is a homeomorphism G : [0; 1] ,! [0; 1] with inverse
� = G�1 such that � (B) is contained in the Cantor set. Since Lebesgue measure
is complete, � (B) 2 L1. But � (B) cannot be a Borel set since a homeomorphism
takes Borel sets to Borel sets! Indeed, if we extend the bijection G : [0; 1] ,!
[0; 1] to a bijection G : P ([0; 1]) ,! P ([0; 1]) in the natural way, E ! G (E),
then the pushforward of a �-algebra is again a �-algebra by Remark 13. Since a
homeomorphism takes open sets to open sets, it follows that B1, the smallest �-
algebra containing the open sets, is taken under the map G to the smallest �-algebra
containing the open sets, B1. Thus we have shown that L1 n B1 6= ;.

However, it turns out that the set of Lebesgue measurable sets has much larger
cardinality than the set of Borel measurable sets, and we now turn to establishing
this.

4.2. Cardinality of Borel sets. Recall that Bn is the Borel �-algebra on Rn.
Here we show that the cardinality jBnj of Bn is at most 2!0 = jRj = jP (N)j, the
cardinality of both the real numbers R and the power set of the natural numbers
N. On the other hand, the cardinality of the Lebesgue �-algebra Ln is at least the
cardinality of the power set P (E) of the Cantor set (since �n (E) = 0 and �n is
complete). But E has cardinality 2!0 , and so

(4.5) jLnj � 22
!0
> 2!0 � jBnj :

In particular, this shows that Ln n Bn 6= ;. In fact there are many more Lebesgue
measurable sets than Borel measurable sets in the sense of cardinality.
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It turns out that jLnj = 22
!0 and jBnj = 2!0 , but we will content ourselves

with proving only the inequalities used in (4.5). The �rst two inequalities are easy.
To show that jBnj � 2!0 , we start with the fact that Rn has a countable base B of
balls, e.g. the collection of all balls with rational radii and centers having rational
coordinates. Since every open set G in Rn is a union of balls from B, namely

G =
[
fB 2 B : B � Gg ;

we see that G � fG 2 P (Rn) : G is openg has cardinality jGj � 2!0 , and so also
jFj � 2!0 ; where F �fF 2 P (Rn) : F is closedg :

Now we consider the � � � operator �� that maps P (P (Rn)) to itself by

��E �
( 1\
`=1

1[
k=1

E`k : E
`
k 2 E for all k; ` � 1

)
; E 2 P (P (Rn)) :

We apply �� iteratively to the set F to obtain larger and larger �sets of sets�:

F0 � F ; F1 � ��F ; Fm � (��)m F = ��Fm�1; for m � 1:
At this point we assume minimal familiarity with ordinal arithmetic. Then we can
continue with trans�nite recursion to de�ne F� for every ordinal � � !1, where !1
is the �rst uncountable ordinal:

F� �
�
��F��1 if � is a successor ordinalS
�<� F� if � is a limit ordinal ; � � !1:

One easily sees that jF�j � 2!0 for all � < !1 by trans�nite induction. Then we
have

(4.6) jF!1 j =
����� [
�<!1

F�

����� � !1 � 2!0 � 2!0 � 2!0 = 2!0 :

Claim 5. F!1 = Bn.

It follows immediately from (4.6) and the claim that jBnj � 2!0 , and this
completes our proof of (4.5).

Proof of Claim: We �rst use trans�nite induction to show that F!1 � Bn.
Indeed, �x � � !1 and suppose that F� � Bn for all � < �. If � is a successor
ordinal, then F��1 � Bn and

F� = ��F��1 � ��Bn � Bn:
If � is a limit ordinal, then F� � Bn for all � < � implies that

F� =
[
�<�

F� � Bn:

Conversely, we begin by showing that the collection F!1 is closed under count-
able unions. Suppose that fEmg1m=1 � F!1 . Then for each m, the set Em 2 F�m
for some �m < !1. Now

� � sup
m�1

�m < !1;

and so Em 2 F� for all m � 1, hence
1[
m=1

Em 2 ��F� = F�+1 � F!1 :
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Next we show that F!1 is closed under complementation. For this we use the
complementation operator � : P (Rn)! P (Rn) de�ned by

�E � fEc : E 2 Eg :
Suppose now that F 2 F0 = F . Then F c 2 ��F since F c is open and every
open set is an F�-set. Thus we have �F0 � F1. We can now prove by trans�nite
induction that

(4.7) �F� � F2�+1; for all ordinals � < !1:

Indeed, �x an ordinal � < !1 and make the induction assumption that �F� �
F2�+1 for all � < �. Let E 2 F�. If � is a successor ordinal, then E =T1
`=1

S1
k=1E

`
k where E

`
k 2 F��1 for all k; ` � 1. The induction assumption ap-

plies to �� 1 and we obtain

Ec =

 1\
`=1

1[
k=1

E`k

!c
=

1[
k=1

1\
`=1

�
E`k
�c 2 (��)2�F��1

� (��)
2 F2(��1)+1 = (��)2 F2��1 = F2�+1:

If � is a limit ordinal, then E 2 F� for some � < �. The induction assumption
applies to � and we obtain Ec 2 �F� � F2�+1 � F2�+1. This completes the proof
of (4.7). Finally, if E 2 F!1 , then E 2 F� for some � < !1 and since 2�+ 1 < !1,
we have from (4.7) that

Ec 2 F2�+1 � F!1 :
Altogether, we have shown that F!1 is a �-algebra on Rn containing the closed

sets F . Thus F!1 � Bn since Bn is the smallest �-algebra on Rn containing F .
This completes the proof of the claim.

5. Littlewood�s three principles

A valuable quote from J. E. Littlewood is this:

Quote: "The extent of knowledge required is nothing like so great as is some-
times supposed. There are three principles, roughly expressible in the fol-
lowing terms: Every [(bounded) measurable] set is nearly a �nite union
of intervals; every [measurable] function is nearly continuous; every con-
vergent sequence of [measurable] functions is nearly uniformly convergent.
Most of the results of [the theory] are fairly intuitive applications of these
ideas, and the student armed with them should be equal to most occasions
when real variable theory is called for. If one of the principles would be
the obvious means to settle the problem if it were �quite�true, it is natural
to ask if the �nearly� is near enough, and for a problem that is actually
solvable it generally is."

In this quote, Littlewood is referring to Lebesgue measure on the real line, but
the principles apply with little change to regular measures as well.

Littlewood�s �rst principle is embodied in Theorems 33 and 34 for regular
measures. In the case of Lebesgue measure, it is explicitly contained in property
(3) of (4.3):

(3) Given E 2 L1 and " > 0, there is F closed and G open such that

F � E � G and �1 (G n F ) < ":
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Indeed, if E 2 L1 is bounded, then F = K is compact, and since G is an open

subset of R, it follows that G =
�S1
n=1In is an at most countable union of pairwise

disjoint intervals In whose lengths have �nite sum. Choose N <1 such that

�1 (G nK) +
1X

n=N+1

�1 (In) < ":

Then if we de�ne the symmetric di¤erence of two sets E and F by

4 (E;F ) = (E n F ) [ (F n E) ;
we have

4
 �[N

n=1
In; E

!
=

  �[N

n=1
In

!
n E
!
[
 
E n

 �[N

n=1
In

!!

� (G nK) [
 �[1

n=N+1
In

!
;

and so

�1

 
4
 
E;

�[N

n=1
In

!!
� �1 (G nK) +

1X
n=N+1

�1 (In) < ";

which is what Littlewood meant by "Every [(bounded) measurable] set is nearly a
�nite union of intervals".

Littlewood�s second principle is embodied in Lusin�s theorem.

Theorem 35 (Lusin�s Theorem). Suppose that X is a locally compact Haus-
dor¤ space, and that � is a measure on a �-algebra A that satis�es the four prop-
erties in the conclusion of the Riesz representation theorem 32, namely local �nite-
ness, outer A-regularity, limited inner A-regularity, and completeness. Suppose
also that f : X ! C is measurable and that f vanishes outside a measurable set E
of �nite measure. Then given " > 0, there is g 2 Cc (X) such that both

� (fx 2 X : f (x) 6= g (x)g) < ";(5.1)

sup
x2X

jg (x)j � sup
x2X

jf (x)j :

The following theorem of Tietze, whose proof is deferred until after we have
used it to prove Lusin�s theorem, is the key to our proof of Lusin�s theorem.

Theorem 36 (Tietze extension theorem). Suppose that X is a locally compact
Hausdor¤ space, A is a closed subset of X, and that f : A! R is continuous with
compact support. Then there is a continuous extension g : X ! R satisfying both

g (x) = f (x) ; x 2 A;
sup
x2X

jg (x)j � sup
x2A

jf (x)j :

We may take g 2 Cc (X).

Proof (of Lusin�s Theorem): We �rst claim that it su¢ ces to prove Lusin�s
theorem for real-valued functions. Indeed, suppose Lusin�s theorem holds for real-
valued functions, and let f = u+ iv where u and v are real-valued. We may assume
that 0 < R � supx2X jf (x)j < 1 since otherwise the complex-valued case follows
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immediately from the real-valued case. Now u and v are both measurable, and so
there are real-valued functions '; 2 Cc (X) with

� (fx 2 X : u (x) 6= ' (x)g) + � (fx 2 X : v (x) 6=  (x)g) < ":

Now de�ne

g (x) =

(
' (x) + i (x) if j' (x) + i (x)j � R
'(x)+i (x)
j'(x)+i (x)jR if j' (x) + i (x)j � R

:

Then g 2 Cc (X) and satis�es (5.1).
Now suppose that f is real-valued and measurable on X. We may assume

without loss of generality that f (x) 6= 0 for x 2 E. By outer A-regularity and
limited inner A-regularity of � we can choose K compact and G open such that
K � E � G and

� (G nK) = � (G)� � (K) < "

2
:

Let fBng1n=1 be a countable base of open intervals for Rn f0g. Then for each n � 1,
f�1 (Bn) is a measurable subset of E and so by outer A-regularity and limited
inner A-regularity of �, there are open sets Gn and compact sets Kn such that

Kn � f�1 (Bn) � Gn;

� (Gn nKn) <
"

2n+1
:

Now let

A = Gc [
(
K n

 1[
n=1

(Gn nKn)

!)
:

Then A is a closed set and the restriction fA : A! R of f to A is continuous and
has compact support. Indeed, suppfA is contained in K, and hence is compact.
Moreover,

(fA)
�1
(Bn) = f�1 (Bn) \A = Gn \A

is relatively open in A for each n � 1, and since f (x) 6= 0 for x 2 E,

f�1 (0) \A = Gc = Kc \A

is relatively open in A as well. It follows easily that fA is continuous. The Tietze
extension theorem now yields g : X ! R continuous with compact support, and
such that f = g on A and supX jgj � supA jf j. Moreover,

� (Ac) � � (G nK) + �
 1[
n=1

(Gn nKn)

!
<
"

2
+

1X
n=1

"

2n+1
= ":

Proof (of the Tietze extension theorem): Let R = supx2A jf (x)j. Then R <1
since suppf is compact, and f is continuous. We may suppose that R > 0 as well
and, upon replacing f with f

R , we may suppose that R = 1. Thus f : A ! [�1; 1]
is continuous. De�ne

B =

�
x 2 A : f (x) � �1

3

�
and C =

�
x 2 A : f (x) � 1

3

�
.

Then B and C are compact sets since suppf is compact by hypothesis. Urysohn�s
Lemma now yields g1 2 Cc (X) with �B � g1 � �Cc , and so f1 = 2

3

�
g1 � 1

2

�
is
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continuous (but no longer compactly supported) and satis�es jf1 (x)j � 1
3 for all

x 2 X, as well as

f1 (x) =

�
� 1
3 if x 2 B
1
3 if x 2 C :

It follows that we have

jf (x)� f1 (x)j � 2

3
for all x 2 A;

jf1 (x)j � 1

3
for all x 2 X:

Indeed, to see the �rst inequality, simply consider the three cases x 2 B, x 2 C and
x 2 A n (B [ C) separately. In order to iterate this construction, it is important
to be able to take f1 2 Cc (X). To achieve this, use Urysohn�s Lemma to obtain a
function h 2 Cc (X) satisfying �suppf 4 h 4 �X , and then replace f1 with hf1.

We now repeat this construction, but applied and rescaled to the continuous
function

(f � f1) : A!
�
�2
3
;
2

3

�
;

that has compact support since both f and f1 do, to obtain a continuous function
f2 : X ! R satisfying

j(f � f1) (x)� f2 (x)j �
�
2

3

�2
for all x 2 A;

jf2 (x)j �
�
1

3

��
2

3

�
for all x 2 X:

Once again we can assume that f2 2 Cc (X) upon multiplying it by a function
h 2 Cc (X) satisfying �supp(f�f1) 4 h 4 �X . We continue by induction to obtain
for each n � 1 a continuous function fn : X ! R with compact support satisfying������f (x)�

nX
j=1

fj (x)

������ �
�
2

3

�n
for all x 2 A;

jfn (x)j �
�
1

3

��
2

3

�n�1
for all x 2 X:

Now the in�nite series
P1
j=1 fj converges uniformly on X to a continuous func-

tion g on X that satis�es

f (x) = g (x) for all x 2 A;

sup
x2X

jg (x)j �
1X
n=1

�
1

3

��
2

3

�n�1
= 1 = sup

x2A
jf (x)j :

If g is not compactly supported we may multiply it by a �Urysohn�function h 2
Cc (X) satisfying �suppf 4 h 4 �X . This completes the proof of the Tietze extension
theorem.

Littlewood�s third principle is embodied in Egoro¤�s theorem.

Theorem 37 (Egoro¤�s theorem). Suppose that (X;A; �) is a �nite measure
space, i.e. � (X) < 1. Let ffng1n=1 be a sequence of complex-valued measurable



96 6. ABSTRACT INTEGRATION AND THE RIESZ REPRESENTATION THEOREM

functions on X that converges pointwise at every x 2 X. For every " > 0, there is
a measurable set E 2 A satisfying

� (X n E) < ";(5.2)

ffng1n=1 converges uniformly on E:

Proof : For every n; k 2 N de�ne the set

S (n; k) �
\
i;j�n

�
x 2 X : jfi (x)� fj (x)j <

1

k

�
:

Momentarily �x k � 1. The sequence of sets fS (n; k)g1n=1 is nondecreasing, i.e.
S (n; k) � S (n+ 1; k) for all n � 1. Moreover,

S1
n=1 S (n; k) = X since ffn (x)g1n=1

is a Cauchy sequence for every x 2 X. It follows that

lim
n!1

� (S (n; k)) = �

 1[
n=1

S (n; k)

!
= � (X) ; for each �xed k � 1:

We now construct a sequence fnkg1k=1 of positive integers such that

E �
1\
k=1

S (nk; k)

satis�es (5.2). For each k � 1 choose nk so large that

� (X n S (nk; k)) = � (X)� � (S (nk; k)) <
"

2k
:

Note that the �rst equality above uses our assumption that � (X) < 1. Then we
have

� (X n E) = �

 
X n

 1\
k=1

S (nk; k)

!!
= �

 1[
k=1

S (nk; k)
c

!

�
1X
k=1

� (S (nk; k)
c
) <

1X
k=1

"

2k
= ":

Finally, given � > 0 choose k > 1
� . Then for all i; j � nk and for all x 2 E �

S (nk; k) we have

jfi (x)� fj (x)j <
1

k
< �;

which shows that ffng1n=1 converges uniformly on E.

6. Exercises

Exercise 12. With regard to the fourth example in Example 4 above, prove that
A is a �-algebra on X containing the open sets, and that � is a positive measure
on A. Hint: Show that every countable intersection of uncountable compact subsets
of X is uncountable. Recall that compact sets are closed in a Hausdor¤ space such
as X.

Exercise 13. Prove both (4.3) and (4.4) above.
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Exercise 14. (Exercise 17 page 59 in Rudin) De�ne a distance between points
(x1; y1) and (x2; y2) in the plane by

d ((x1; y1) ; (x2; y2)) =

�
jy1 � y2j if x1 = x2

1 + jy1 � y2j if x1 6= x2
:

(1) Show that d is a metric on R2 and that
�
R2; d

�
is a locally compact

Hausdor¤ space.
(2) If f 2 Cc

�
R2
�
(where R2 has the metric d), show that there are only

�nitely many values of x for which f (x; y) 6= 0 for at least one y. If these
values are fxjgnj=1 de�ne

�f �
nX
j=1

Z 1

�1
f (xj ; y) dy:

Show that � is a positive linear functional on Cc
�
R2
�
.

(3) Let � be the measure given by the Riesz representation theorem. Let
E = f(x; y) : y = 0g be the x-axis and prove that

� (E) =1 6= 0 = sup
compact K�E

� (K) :





CHAPTER 7

Lebesgue, Banach and Hilbert spaces

Let (X;A; �) be a measure space. We have already met the space of integrable
complex-valued functions on X:

L1 (�) =

�
f : X ! C :

Z
X

jf j d� <1
�
:

Here the superscript 1 in L1 (�) refers to the power of jf j in the integral
R
X
jf j d�.

Using linearity and monotonicity of the integral, we see that L1 (�) is a complex
vector space:Z

X

j�f + �gj d� �
Z
X

(j�j jf j+ j�j jgj) d� = j�j
Z
X

jf j d�+ j�j
Z
X

jgj d�

is �nite for all f; g 2 L1 (�) and �; � 2 C. In fact, the integral
R
X
jf j d� de�nes a

norm on the vector space L1 (�) provided we identify any two functions f and g in
L1 (�) that di¤er only on a set of measure zero. More precisely, we declare f � g if

� (fx 2 X : f (x) 6= g (x)g) = 0:
It is easy to see that � is an equivalence relation on L1 (�) and that the map

[f ]!
Z
X

jf j d�

de�nes a norm on the quotient space

L1 (�) � L1 (�) = � :

For f 2 L1 (�), we are using the notation [f ] 2 L1 (�) above to denote the equiv-
alence class containing f . Recall that a norm on a complex vector space V is a
function

k�k : V ! [0;1) by x! kxk
that satis�es

k�xk = j�j kxk ; � 2 C; x 2 V;
kx+ yk � kxk+ kyk ; x; y 2 V:

Every norm gives rise to an associated metric d on V de�ned by

d (x; y) = kx� yk ; x; y 2 V:
If the metric space (V; d) is complete, we call V a Banach space.

In the next section, we will extend these considerations to the Lebesgue spaces
Lp (�) de�ned for each 0 < p � 1. We will see that for 1 � p � 1, Lp (�) is a
complete normed linear space, referred to as a Banach space. Moreover, the special
case L2 (�) has many remarkable additional properties, and is the prototypical
example of a Hilbert space.

99
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But �rst we use the Dominated Convergence Theorem together with Lusin�s
Theorem to make a connection between the spaces Cc (X) and L1 (�) in the case
that � and X are related as in the Riesz representation theorem 32. In the special
case that

(0.1) � (V ) > 0 for every nonempty open set V;

Cc (X) can be considered to be a subset of the space L1 (�) of equivalence classes
of integrable functions. Indeed, if f; g 2 Cc (X) di¤er only on a set of measure zero,
then they di¤er nowhere at all. This is because fx 2 X : f (x) 6= g (x)g is an open
set, and if it has �-measure zero, then by (0.1) it is empty. On the other hand,
without assuming (0.1), we can still consider the collection of equivalence classes
[f ] of functions f 2 Cc (X), and we will show that this subspace is dense in L1 (�).

Lemma 26. Suppose that X is a locally compact Hausdor¤ space. If a �-algebra
A and a positive measure � are as in the conclusion of Theorem 32, then Cc (X) is
dense in the metric space L1 (�).

Proof. Fix f 2 L1 (�) and " > 0. For n 2 N let

fn (x) =

�
f (x) if 1

n � jf (x)j � n
0 if jf (x)j < 1

n or jf (x)j > n
:

Then � (fx 2 X : jf (x)j =1g) = 0 and so limn!1 fn (x) = f (x) for �-almost
every x 2 X. Also jfn (x)j � jf (x)j for all n 2 N and x 2 X where f 2 L1 (�).
Thus the Dominated Convergence Theorem shows that

lim
n!1

Z
X

jf � fnj d� = 0;

and there exists n so that Z
X

jf � fnj d� <
"

2
:

Now fn vanishes outside the set
�
jf j � 1

n

	
, which has �nite measure, and so

we can use Lusin�s Theorem to obtain a function g 2 Cc (X) such that

� (fx 2 X : fn (x) 6= g (x)g) < "

4n
;

sup
x2X

jg (x)j � sup
x2X

jfn (x)j :

Then

sup
x2X

jfn (x)� g (x)j � sup
x2X

jfn (x)j+ sup
x2X

jg (x)j � 2 sup
x2X

jfn (x)j � 2n;

and we have

distL1(�) (f; g) =

Z
jf � gj d� �

Z
jf � fnj d�+

Z
jfn � gj d�

<
"

2
+

Z
fx2X:fn(x) 6=g(x)g

jfn (x)� g (x)j d� (x)

� "

2
+ 2n � (fx 2 X : fn (x) 6= g (x)g)

<
"

2
+ 2n

"

4n
= ":

�
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1. Lp spaces

Let (X;A; �) be a measure space. For 0 < p < 1 and f : X ! C measurable
de�ne

kfkLp(�) �
�Z

X

jf jp d�
� 1

p

:

We denote by Lp (�) the set of measurable functions f satisfying kfkLp(�) < 1.
Just as in the case p = 1 above, we identify functions that di¤er only on a set of
measure zero. We will sometimes write kfkp instead of kfkLp(�) when no confusion
can arise. The next two inequalities are called Hölder�s inequality and Minkowski�s
inequality respectively.

Lemma 27. Let (X;A; �) be a measure space and 1 < p; p0 < 1, 1p +
1
p0 = 1.

Suppose that f; g : X ! [0;1] are measurable functions. ThenZ
X

fg d� � kfkLp(�) kgkLp0 (�) ;

kf + gkLp(�) � kfkLp(�) + kgkLp(�) :

Proof : The geometric/arithmetic mean inequality says

(1.1) A
1
pB

1
p0 � 1

p
A+

1

p0
B; A;B � 0:

We may assume 0 < kfkLp(�) ; kgkLp0 (�) < 1. Substitute A = f(x)p

kfkp
Lp(�)

and B =

g(x)p
0

kgkp0
Lp

0
(�)

in (1.1) and then integrate with respect to the measure � on X to obtain

Z
X

f (x)

kfkLp(�)
g (x)

kgkLp0 (�)
d� (x) �

Z
X

0@1
p

f (x)
p

kfkpLp(�)
+
1

p0
g (x)

p0

kgkp0
Lp0 (�)

1A d� (x)

=
1

p

kfkpLp(�)
kfkpLp(�)

+
1

p0

kgkp
0

Lp0 (�)

kgkp0
Lp0 (�)

= 1;

which proves Hölder�s inequality.
Now we apply Hölder�s inequality to obtain

kf + gkpLp(�) =

Z
X

(f + g)
p
d�(1.2)

=

Z
X

f (f + g)
p�1

d�+

Z
X

g (f + g)
p�1

d�

�
�
kfkLp(�) + kgkLp(�)

�(f + g)p�1
Lp0 (�)

:

However, (p� 1) p0 = p and so(f + g)p�1
Lp0 (�)

=

�Z
X

h
(f + g)

p�1
ip0

d�

� 1
p0

=

�Z
X

(f + g)
p
d�

� 1
p0

= kf + gkp�1Lp(�) :
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Using (f + g)p � 2p�1 (fp + gp) we may assume 0 < kf + gkLp(�) <1 and divide

both sides of (1.2) by
(f + g)p�1

Lp0 (�)
= kf + gkp�1Lp(�) to obtain Minkowski�s

inequality.

For 1 � p <1, the subadditivity of k�kLp(�) shows thatLp (�) is a linear space,
that the function

f ! kfkLp(�)
de�nes a norm on Lp (�), and that

dLp(�) (f; g) � kf � gkLp(�) ; f; g 2 Lp (�) ;

de�nes a metric on Lp (�). When 0 < p < 1, Lp (�) is still a linear space, but
kfkLp(�) is no longer a norm, nor is dLp(�) (f; g) a metric. However, in this case
the pth power

�Lp(�) (f; g) � kf � gkpLp(�) ; f; g 2 Lp (�) ;
de�nes a metric on the linear space Lp (�) since for A;B � 0 and 0 < p < 1,

(A+B)
p � Ap +Bp:

Indeed, use either
�

A
A+B

�p
+
�

B
A+B

�p
� A

A+B +
B

A+B = 1, or with B > 0 �xed,

that the function F (A) = Ap +Bp � (A+B)p has positive derivative.
A key result in measure theory is the completeness of the metric space Lp (�).

Proposition 8. Let (X;A; �) be a measure space and 0 < p <1. The metric
space Lp (�) is complete.

Proof : We prove the case 1 � p < 1. The case 0 < p < 1 is proved in the
same way and is left to the reader. Suppose then that ffng1n=1 is a Cauchy sequence
in Lp (�). Choose a rapidly converging subsequence ffnkg

1
k=1, by which we meanP1

k=1

fnk+1 � fnkp <1. This is easily accomplished inductively by choosing for
example fnkg1k=1 strictly increasing such that

kfn � fnkkp <
1

2k
; n � nk+1:

Then set

g = jfn1 j+
1X
k=1

��fnk+1 � fnk �� :
By the Monotone Convergence Theorem and Minkowski�s inequality we have

kgkp = lim
N!1

(Z
X

 
jfn1 j+

NX
k=1

��fnk+1 � fnk ��
!p

d�

) 1
p

� lim sup
N!1

 
kfn1kp +

NX
k=1

fnk+1 � fnkp
!
<1;

and it follows that

0 � g (x) = jfn1 (x)j+
1X
k=1

��fnk+1 (x)� fnk (x)�� <1
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for �-almost every x 2 X. Thus the series

fn1 (x) +
1X
k=1

�
fnk+1 (x)� fnk (x)

	
converges absolutely for �-almost every x 2 X to a measurable function f (x).

We claim that f 2 Lp (�) and that limn!1 fn = f in Lp (�). Indeed, Fatou�s
lemma givesZ

X

jf (x)� fn` (x)j
p
d� (x) =

Z
X

lim inf
k!1

jfnk (x)� fn` (x)j
p
d� (x)

� lim inf
k!1

Z
X

jfnk (x)� fn` (x)j
p
d� (x)

= lim inf
k!1

kfnk � fn`k
p
p ! 0

as ` ! 1 by the Cauchy condition. This shows that f � fn` 2 Lp (�), hence
f 2 Lp (�), and also that fn` ! f in Lp (�) as ` ! 1. Finally, this together with
the fact that ffng1n=1 is a Cauchy sequence, easily shows that fn ! f in Lp (�) as
n!1.

Porism 1: If ffng1n=1 is a rapidly converging sequence in Lp (�),
1X
n=1

kfn+1 � fnkp <1;

then

lim
n!1

fn (x) = f1 (x) +
1X
n=1

ffn+1 (x)� fn (x)g

exists for �-almost every x 2 X.
The completeness of Lp (�) shows that Lp (�) is a Banach space for 1 � p <1.

2. Banach spaces

Three famous results, namely the uniform boundedness principle, the open map-
ping theorem and the closed graph theorem, hold in the generality of Banach spaces
and depend on the following result of Baire.

Theorem 38. If X is either (1) a complete metric space or (2) a locally com-
pact Hausdor¤ space, then the intersection of countably many open dense subsets
of X is dense in X.

Proof: Let fVkg1k=1 be a sequence of open dense subsets of X, and let B0 be
any nonempty open subset of X. De�ne sets Bn inductively by choosing Bn open
and nonempty with Bn � Vn \Bn�1 and in addition,

diam (Bn) <
1

n
in case (1),

Bn is compact in case (2).

Let K = \1n=1Bn. Then in case (1), if we choose points xn 2 Bn, the sequence
fxng1n=1 is Cauchy and converges in K since each Bn is closed. Thus K 6= �. In
case (2), K 6= � since the sets Bn are compact and decreasing, hence satisfy the
�nite intersection property. Thus in both cases � 6= K � B0 \ (\1k=1Vk), and this
shows that \1k=1Vk is dense in X.
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Remark 18. A subset V of X is open and dense if and only if X�V is closed
with empty interior. Thus the conclusion of Baire�s Theorem can be restated as
�every countable union of closed sets with empty interior in X has empty interior
in X�.

Definition 16. Let E be a subset of a topological space X. We say that E
is nowhere dense if E has empty interior, that E is of the �rst category if it is a
countable union of nowhere dense sets, and that E is of the second category if it is
not of the �rst category.

Thus E is of �rst category if and only if it is a subset of a countable union of
nowhere dense subsets; equivalently if and only if its complement Ec is a superset
of a countable intersection of open dense subsets. If X is a complete metric space
or a locally compact Hausdor¤ space, then X is of the second category. Indeed, if
X � [1n=1Fn where Fn are closed sets with empty interior, then

� = Xc = ([1n=1Fn)
c
= \1n=1F cn

where the F cn are open dense sets, contradicting Baire�s Theorem. Of course, the
countable union of �rst category sets is a �rst category set in any topological space
X, and so cannot be X if X is a complete metric space or a locally compact
Hausdor¤ space.

2.1. The uniform boundedness principle.

Theorem 39. (Banach-Steinhaus uniform boundedness principle) Let X;Y be
Banach spaces and � a set of bounded linear maps from X to Y . Let

B =

�
x 2 X : sup

�2�
k�xkY <1

�
;

be the subspace of X consisting of those x with bounded �-orbits. If B is of the
second category in X, then B = X and � is equicontinuous, i.e.

sup
�2�

k�k <1;

where k�k = supkxk�1 k�xkY .

Proof : Let E = \�2���1
�
BY

�
0; 12
��
where BY (0; r) is the ball of radius r

about the origin in Y . Then E � B and E is closed by the continuity of the maps
�. If x 2 B, then there is n 2 N such that �x 2 nBY

�
0; 12
�
for all � 2 �. Thus

B = [1n=1nE and since B is of the second category in X, so is nE for some n 2 N.
Since x! nx is a homeomorphism of X, we have that E is of the second category
in X. Thus E has an interior point x and there is r > 0 so that x�E � BX (0; r).
Then we conclude

� (BX (0; r)) � �x� �E � BY

�
0;
1

2

�
�BY

�
0;
1

2

�
� BY (0; 1);

which implies k�k � 1
r for all � 2 �; thus � is equicontinuous and B = X.
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2.2. The open mapping theorem. A map f : X ! Y where X;Y are
topological spaces is open if f (G) is open in Y for every G open in X. A famous
�open mapping theorem� is that a holomorphic function f on a connected open
subset 
 of the complex plane is open if it is not constant. Another is the Invariance
of Domain Theorem that says f : U ! Rn is open if it is a continuous one-to-one
map from an open set U in Rn into Rn. If we consider continuous linear maps
� : X ! Y where X;Y are Banach spaces, then � is open if it is onto. Note that
for a linear map � : X ! Y from one normed linear space X to another Y , � is
open if and only if � (BX (0; 1)) � BY (0; r) for some r > 0.

Theorem 40. (Open mapping theorem) Suppose X;Y are Banach spaces and
� : X ! Y is bounded and onto. Then � is an open map.

Remark 19. More generally, if � : X ! Y is a bounded linear operator from
a Banach space X to a normed linear space Y , and if �X is of the second category
in Y , then � is open and onto Y , and Y is a Banach space. The proof is essentially
the same as that given below.

Proof : Since � is onto we have Y = [1k=1�
�
kBX

�
0; 14
��
, and thus by Baire�s

Theorem, one of the sets �
�
kBX

�
0; 14
��
= k�

�
BX

�
0; 14
��
must have nonempty

interior, and hence so must �
�
BX

�
0; 14
��
, say

BY (y0; r) � �
�
BX

�
0;
1

4

��
:

Then we have

�

�
BX

�
0;
1

2

��
� �

�
BX

�
0;
1

4

��
� �

�
BX

�
0;
1

4

��
(2.1)

� �

�
BX

�
0;
1

4

��
� �

�
BX

�
0;
1

4

��
� BY (y0; r)�BY (y0; r)
� BY (0; r) :

It remains only to prove that �
�
BX

�
0; 12
��
� � (BX (0; 1)). For this, �x y1 2

�
�
BX

�
0; 12
��
. Now the argument above shows that �

�
BX

�
0; 14
��
contains an

open ball BY (0; r1) about the origin as well. There is x1 2 BX
�
0; 12
�
such that

�x1 2 �
�
BX

�
0; 12
��
satis�es k�x1 � y1kY < r1. Then we have

�x1 2 BY (y1; r1) �
(
y1 � �

�
BX

�
0;
1

4

��)
:

Now de�ne

y2 = y1 � �x1 2 �
�
BX

�
0;
1

4

��
:
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We can repeat this procedure inductively to obtain sequences fxng1n=1 � X and
fyng1n=1 � Y satisfying

xn 2 BX

�
0;
1

2n

�
;

yn 2 �

�
BX

�
0;
1

2n

��
;

yn+1 = yn � �xn;
for all n � 1. Then x = limm!1

Pm
n=1 xn 2 BX (0; 1) since kxk �

P1
n=1 kxnk <P1

n=1
1
2n = 1, and since kynk � k�k 2

�n,

�x = lim
m!1

mX
n=1

�xn = lim
m!1

mX
n=1

(yn � yn+1) = y1 � lim
m!1

ym+1 = y1:

2.2.1. Fourier coe¢ cients of integrable functions. Here we apply the Open
Mapping Theorem, together with Lusin�s Theorem and the Dominated Conver-
gence Theorem, to answer a question regarding Fourier coe¢ cients of integrable
functions on the circle group T. Recall that for f 2 L1 (T), its Fourier coe¢ cientsbf (n) are de�ned by

bf (n) � Z 2�

0

f (t) e�int
dt

2�
; n 2 Z:

Then ��� bf (n)��� = ����Z 2�

0

f (t) e�int
dt

2�

���� � kfkL1(T)
for all n 2 Z, i.e. F =b is a bounded linear map from L1 (T) to `1 (Z) of norm
1 (b1 = �0). More is true because of the density of trigonometric polynomialsPN
n=�N cne

inx in L1 (T), namely the Riemann-Lebesgue lemma:

lim
n!1

��� bf (n)��� = 0; f 2 L1 (T) .

Remark 20. The set of trigonometric polynomials P is a self-adjoint subalgebra
of C (T) that separates points in the compact set T, and is nonvanishing at every
point of T. Thus the Stone-Weierstrass Theorem shows that P is a dense subset of
the metric space C (T) with metric d (f; g) � supx2T jf (x)� g (x)j. Combining this
with the density of C (T) in L1 (T), namely Lemma 26, we obtain that P is dense in
L1 (T). Indeed, given f 2 L1 (T) and " > 0, choose g 2 C (T) with

R
T jf � gj

d�
2� <

"
2

and then choose P 2 P such that supT jg � P j < "
2 . Altogether we have

distL1(T) (f; P ) =

Z
T
jf � P j d�

2�
�
Z
T
jf � gj d�

2�
+

Z
T
jg � P j d�

2�

<
"

2
+ sup

T
jg � P j < "

2
+
"

2
= ":

To prove the Riemann-Lebesgue lemma, simply let " > 0 be given and choose
P (x) =

PN
n=�N cne

inx such kf � PkL1(T) < ". Since bP (n) = 0 for jnj > N , we
have ��� bf (n)��� = ���\f � P (n)��� � kf � PkL1(T) < "

for jnj > N . Thus F : L1 (T)! `10 (Z) with norm 1 where `10 (Z) is the closed sub-
space of `1 (Z) consisting of those sequences with limit zero at �1. The following
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application of the open mapping theorem shows that not every such sequence arises
as the Fourier transform of an integrable function on T.

Theorem 41. The Fourier transform F : L1 (T) ! `10 (Z) is bounded and
one-to-one, but not onto.

Proof : To see that F is one-to-one, suppose that f 2 L1 (T) and bf (n) = 0 for
all n 2 Z. Then if P (x) =

PN
n=�N cne

inx is a trigonometric polynomial,

(2.2)
Z 2�

0

f (t)P (t) dt =
NX

n=�N
cn

Z 2�

0

f (t) eintdt = 0;

and since trigonometric polynomials are dense in C (T), we haveZ 2�

0

f (t) g (t) dt = 0

for all g 2 C (T). Now let E be a measurable subset of T. By Lusin�s Theorem
there is a sequence of continuous functions fgng1n=1 such that gn = �E except on
a set of measure at most 2�n and where kgnk1 = 1 for all n � 1. Thus gn ! �E
almost everywhere on T, and the dominated convergence theorem shows thatZ

E

f (t) dt = 0:

With E equal ft : f (t) > 0g and ft : f (t) < 0g, we see that f = 0 a.e.
Now we prove that F is not onto by contradiction. If RF = `10 (Z), then the

open mapping theorem shows that there is � > 0 such that

(2.3)
 bf

`10 (Z)
� � kfkL1(T) ; f 2 L1 (T) :

But (2.3) fails if we take f = Dn for n large, since bf
`10 (Z)

=
�f�n;1�n;:::;n�1;ng

`10 (Z)
= 1

while kDnkL1(T) %1.

2.3. The closed graph theorem. If X is any topological space and Y is
a Hausdor¤ space, then every continuous map f : X ! Y has a closed graph
(exercise: prove this). A statement that gives conditions under which the converse
holds is referred to as a �closed graph theorem�. Here is an elementary example.
Suppose that X and Y are metric spaces and Y is compact. If the graph of f
is closed in X � Y then f is continuous. Indeed, for metric spaces it is enough
to show that every sequence fxng1n=1 in X converging to a point x 2 X has a
subsequence fxnkg

1
k=1 such that f (xnk) ! f (x) as k ! 1. However, since Y

is compact, ff (xn)g1n=1 has a convergent subsequence, say f (xnk) ! y 2 K as
k ! 1. Thus (x; y) is a limit point of the graph G = f(x; f (x)) : x 2 Xg, and
since G is assumed closed, we have (x; y) 2 G, i.e. y = f (x). The next theorem
gives the same conclusion for a linear map from one Banach space to another. Note

that linearity is needed here since f : R ! R by f (x) =
�

1
x if x 6= 0
0 if x = 0

has a

closed graph, but is not continuous at the origin.
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Theorem 42. (closed graph theorem) Suppose that X and Y are Banach spaces
and � : X ! Y is linear. If the graph G = f(x;� (x)) : x 2 Xg is closed in X � Y ,
then � is continuous.

Proof : The product X � Y is a Banach space with the norm k(x; y)k =
kxkX + kykY . Since � is linear and the graph G of � is closed, G is also a Banach
space. Now the projection �1 : X � Y ! X by (x; y) ! x is a continuous linear
map from the Banach space G onto the Banach space X, and the open mapping
theorem thus implies that �1 is an open map. However, �1 is clearly one-to-one and
so the inverse map ��11 : X ! G exists and is continuous. But then the composition
�2 � ��11 : X ! Y is also continuous where �2 : X � Y ! Y by (x; y)! y. We are
done since �2 � ��11 = �.

As a consequence of the closed graph theorem, we obtain the automatic conti-
nuity of symmetric linear operators on a Hilbert space.

Theorem 43. (Hellinger and Toeplitz) Suppose that T is a linear operator on a
Hilbert space H satisfying hTx; yi = hx; Tyi for all x; y 2 H. Then T is continuous.

Proof : It is enough to show that T has a closed graph G. So let (x; z) be a
limit point of G. Then there is a sequence fxng1n=1 � X such that xn ! x and
Txn ! z. For every y 2 H the symmetry hypothesis now shows that

hT (xn � x) ; yi = hxn � x; Tyi ! 0

as n!1. But we also have
hT (xn � x) ; yi = hTxn; yi � hTx; yi ! hz; yi � hTx; yi

as n ! 1. Thus hz � Tx; yi = 0 for all y 2 H and so z = Tx, which shows that
(x; z) 2 G.

3. Hilbert spaces

There is a class of special Banach spaces that enjoy many of the properties of
the familiar Euclidean spaces Rn and Cn, namely the Hilbert spaces, whose norms
arise from an inner product. We follow the presentation in Rudin ([3]).

Definition 17. A complex vector space H is an inner product space if there
is a map h�; �i from H �H to C satisfying for all x; y 2 H and � 2 C,

hx; yi = hy; xi;
hx+ z; yi = hx; yi+ hz; yi ;
h�x; yi = � hx; yi ;
hx; xi � 0 and hx; xi = 0() x = 0:

Then kxk =
p
hx; xi de�nes a norm on H (see below) and if this makes H into a

Banach space, i.e. the metric d (x; y) = kx� yk is complete, then we say H is a
Hilbert space.

A simple example of a Hilbert space is real or complex Euclidean space Rn
or Cn with the usual inner product. More generally, the space `2 (N) of square
summable sequences a = fang1n=1 with inner product ha; bi =

P1
n=1 anbn is a

Hilbert space. Both of these examples are included as special cases of the Hilbert
space L2 (�) where � is a positive measure on a measure space X and the inner
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product is hf; gi =
R
X
fgd�. Note that an inner product h�; �i on an inner product

space H can always be recovered from its norm k�k by polarization:

4Re hx; yi = kx+ yk2 � kx� yk2 ; x; y 2 H:

Lemma 28. Let H be an inner product space and de�ne kxk =
p
hx; xi for

x 2 H. Then k�k is a norm on H and for all x; y 2 H,

jhx; yij � kxk kyk ;
kyk � k�x+ yk for all � 2 C i¤ hx; yi = 0;

kx+ yk2 + kx� yk2 = 2 kxk2 + 2 kyk2 :

Proof : For x; y 2 H and � 2 C,

(3.1) 0 � k�x+ yk2 = j�j2 kxk2 + 2Re (� hx; yi) + kyk2 :

Thus hx; yi = 0 implies kyk � k�x+ yk for all � 2 C. Conversely, if x 6= 0 we

minimize the right side of (3.1) with � = � hx;yi
kxk2 to get

0 � k�x+ yk2 = �jhx; yij
2

kxk2
+ kyk2 :

This shows that kyk � k�x+ yk fails for some � if hx; yi 6= 0, and also proves the
Cauchy-Schwarz inequality jhx; yij � kxk kyk. With � = 1 in (3.1) we now have

kx+ yk2 = kxk2 + 2Re hx; yi+ kyk2

� kxk2 + 2 kxk kyk+ kyk2

= (kxk+ kyk)2 ;

which shows k�k satis�es the triangle inequality, and k�k is now easily seen to be a
norm. Finally, the parallelogram law follows from expanding the inner products on
the left side.

The next easy theorem lies at the heart of the great success of Hilbert spaces
in analysis.

Theorem 44. Suppose E is a nonempty closed convex subset of a Hilbert space
H. Then E contains a unique element x of minimal norm, i.e. kxk = infy2E kyk.

Proof : Let d = infy2E kyk, which is �nite since E is nonempty. Pick fxng1n=1 �
E with kxnk ! d as n ! 1. Since E is convex, xm+xn2 2 E and so has norm at
least d. The parallelogram law now yieldsxm � xn2

2 =
kxmk2 + kxnk2

2
�
xm + xn2

2
� kxmk2 + kxnk2

2
� d2

! d2 + d2

2
� d2 = 0

as m;n ! 1. Thus fxng1n=1 is Cauchy and since H is complete and E closed,
x = limn!1 xn 2 E. Since k�k is continuous, we have kxk = d. If x0 2 E also
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satis�es kx0k = d, then using the parallelogram law as above yields
x�x02

2 =
kxk2+kx0k2

2 �
x+x02

2 � 0, hence x = x0.

Let H be a Hilbert space. We say that x and y in H are perpendicular, written
x ? y, if hx; yi = 0. We say subsets E and F of H are perpendicular, written
E ? F , if hx; yi = 0 for all x 2 E and y 2 F . Finally, we de�ne

E? = fy 2 H : hx; yi = 0 for all x 2 Eg :
The next theorem uses Theorem 44 to establish an orthogonal decomposition of H
relative to any closed subspace M of a Hilbert space H.

Theorem 45. Suppose that M is a closed subspace of a Hilbert space H. Then

H =M �M?;

which means that M and M? are closed subspaces of H whose intersection is the
smallest subspace f0g, and whose span is the largest subspace H. The representation

x = m+m?;

where m 2M and m? 2M?, is uniquely determined for each x 2 H.

Proof : M? is a subspace since hx; yi is linear in x, and is closed by the Cauchy-
Schwarz inequality. The fact that hx; xi = 0 () x = 0 gives M \M? = f0g.
Finally, to show M +M? = H, let x 2 H and set E = x�M , a nonempty closed
convex set. Thus there is a unique element m? 2 x �M of minimal norm having
the form x�m with m 2M . Thus for all z 2M and � 2 C,m? � m? + �z


and Lemma 28 implies that



z;m?� = 0 for all z 2 M , which yields m? 2 M?.

Thus x = m+m? 2M +M?. If there is another such representation x = n+ n?,
then

m� n = n? �m? 2M \M? = f0g ;
and so n = m and n? = m?.

Corollary 16.
�
M?�? =M .

Proof : M �
�
M?�? is obvious, and since M �M? = H = M? �

�
M?�?,

we cannot have that M is a proper subset of
�
M?�?.

Definition 18. Let M be a closed subspace of a Hilbert space H. De�ne

PM : H !M and PM? : H !M?

by Px = m and P?x = m? where x = m+m? with m 2M and m? 2M?.

Lemma 29. PM and PM? are linear maps satisfying

kPMxk2 + kPM?xk2 = kxk2 ; x 2 H;
(PM )

2
= PM and (PM?)

2
= PM? :

Definition 19. The element PMx is called the orthogonal projection of x onto
M .
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3.0.1. Bases. A subset U = fu�g�2A of a Hilbert space H is orthonormal if
hu�; u�i = ���. Given U = fu�g�2A orthonormal in a Hilbert space H, and x 2 H,
de�ne the Fourier coe¢ cients of x (relative to U) by
(3.2) bx (�) = hx; u�i ; � 2 A:

Theorem 46. Let U = fu�g�2A be an orthonormal set in a Hilbert space H,
and suppose fa1; :::; �Ng is a �nite subset of A. Then

(1) x =
PN
n=1 cnu�n implies that cn = bx (�n) and kxk2 =PN

n=1 jbx (�n)j2.
(2) x 2 H impliesx�

NX
n=1

bx (�n)u�n
 �

x�
NX
n=1

�nu�n


for all scalars �1; :::�N , and morever, equality holds if and only if �n =bx (�n) for 1 � n � N .

(3) The vector
PN
n=1 bx (�n)u�n is the orthogonal projection of x onto the

linear space spanned by fu�ng
N
n=1.

Proof : Statement (1) is a straightforward computation using orthonormality,
and (2) is equivalent, after squaring and expanding, to the inequality

kxk2 �
NX
n=1

jbx (�n)j2 � kxk2 � 2Re NX
n=1

bx (�n)�n + NX
n=1

j�nj2 ;

which in turn follows from
���PN

n=1 bx (�n)�n��� �qPN
n=1 jbx (�n)j2qPN

n=1 j�nj
2. Fi-

nally, (3) follows from (2) and the de�nition of orthogonal projection.

Theorem 47. (Bessel�s inequality) If U = fu�g�2A is an orthonormal set in
a Hilbert space H, then

P
�2A jbx (�)j2 � kxk2 for all x 2 H.

Proof : Let F be a �nite subset of A and let M be the subspace spanned by
fu�g�2F . It is an easy exercise to use (1) of Theorem 46 to see that M is closed,

and then (3) of Theorem 46 shows that PMx =
PN
n=1 bx (�n)u�n . Then by (1) of

Theorem 46 and Lemma 29, we haveX
�2F

jbx (�)j2 = 
NX
n=1

bx (�n)u�n

2

= kPMxk2 � kPMxk2 + kPM?xk2 = kxk2 :

Now take the supremum over all �nite subsets F of A.

Theorem 48. (Riesz-Fischer) If U = fu�g�2A is an orthonormal set in a
Hilbert space H and ' 2 `2 (A), then there is x 2 H such that bx = '.

Proof : There is E = f�ng1n=1 � A such that ' (�) = 0 for � 2 A�E. Then
xN =

PN
n=1 ' (�n)u�n is Cauchy in H, hence convergent to some x 2 H, and

continuity now yields bx = '.

The following fundamental theorem regarding orthonormal sets is an easy con-
sequence of the above results.

Theorem 49. Suppose U = fu�g�2A is an orthonormal set in a Hilbert space
H. Then the following statements are equivalent:
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(1) equality holds in Bessel�s inequality, i.e.

kxk =
(X
�2A

jbx (�)j2) 1
2

= kbxk`2(A) ; x 2 H;

(2) the linear map ^ : H ! `2 (A) de�ned in (3.2) is a Hilbert space isomor-
phism of H onto `2 (A),

(3) U is a maximal orthonormal set (called an orthonormal basis)
(4) The linear span

Span U �
(X
�2F

c�u� : c� scalar, F a �nite subset of A

)
is dense in H.

Proof. We prove (1) =) (2) =) (3) =) (4) =) (1). If (1) holds, then
(2) follows by the Riesz-Fischer theorem, which shows ^ is onto, and polarization,
which shows that ^ preserves inner products:

hx; yiH =
1

4

n
kx+ yk2H � kx� yk

2
H + i kx+ iyk

2
H � i kx� iyk

2
H

o
=

1

4

n
kbx+ byk2`2(A) � kbx� byk2`2(A) + i kbx+ ibyk2`2(A) � i kbx� ibyk2`2(A)o

= hbx; byi`2(A) ; x; y 2 H:

Now assume (2) holds Then (3) holds since otherwise, there is v 2 H with kvkH = 1
such that bv (�) = hcu�; bvi`2(A) = hu�; viH = 0; � 2 A;

i.e. bv = 0, contradicting kvkH = kbvk`2(A).
Next, assume that (3) holds. Then Span U is dense in H since otherwise,

Span U? 6= f0g by Theorem 45, and so there is z 2 H with kzkH = 1 such
that hz; xiH = 0 for all x 2 Span U . In particular, hz; u�iH = 0 for all � 2 A,
contradicting maximality of U .

Finally, assume (4) holds so that Span U = H. The linear isometry

^ : Span U ! `2 (A) ; bx (�) = hx; u�i ; � 2 A;
has a unique continuous extension (isometries are trivially continuous) to SpanU =
H, and this continuation is easily seen to be a linear isometry. But this is precisely
(1). �

Corollary 17. If U = fu�g�2A is an orthonormal basis for a Hilbert space
H, then for each x 2 H, the set f� 2 A : bx (�) 6= 0g is at most countable, i.e.

f� 2 A : bx (�) 6= 0g = f�ng1 or �nite
n=1 ;

and

x =

1 or �niteX
n=1

bx (�n)u�n ;
with convergence of the series in H.
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Proof. Theorem 49 (1) implies that
P
�2A jbx (�)j2 = kxk2 <1, and it follows

that
f� 2 A : bx (�) 6= 0g = f�ng1 or �nite

n=1

is at most countable. Theorem 49 (4) shows that given " > 0, there is an elementPM
n=1 �nu�n in Span U such that

x�PM
n=1 �nu�n

 < ", and then with �n = 0

for M < n � N , Theorem 46 (2) shows thatx�
NX
n=1

bx (�n)u�n
 �

x�
MX
n=1

�nu�n

 < "

for all N �M . �

The axiom of choice shows that there are lots of orthonormal bases in a Hilbert
space.

Theorem 50. Every orthonormal set U in a Hilbert space H is contained in a
maximal orthonormal set V.

Proof : Following the standard trans�nite recipe, we let � be the class of all
orthonormal sets containing U , partially ordered by inclusion. By the Hausdor¤
Maximality Theorem, � contains a maximal totally ordered class 
. It is straight-
forward to show that V = [fW :W 2 
g is a maximal orthonormal set in H.

Example 5. Here are two examples of orthonormal bases in the Hilbert spaces
L2 (T) and L2 (R; �) respectively.

(1) The set U =
�
eint

	
n2Z is an orthonormal set in L

2 (T), i.e.



eimt; eint

�
=

Z 2�

0

eimteint
dt

2�
=

�
0 if m 6= n
1 if m = n

:

The Stone-Weierstrass Theorem, together with Exercise 15, shows that
SpanU is dense in H = L2 (T), and thus by Theorem 49 the map F :
L2 (T)! `2 (Z) given by

Ff (n) = bf (n) = 
f; eint� = Z 2�

0

f (t) e�int
dt

2�
; n 2 Z;

is a Hilbert space isomorphism of L2 (T) onto `2 (Z). Thus
�
eint

	
n2Z is

an orthonormal basis for L2 (T).
(2) Let D =

S
k2ZDk be the union of the collections Dk �

��
j2k; (j + 1) 2k

�	
j2Z

of right open left closed intervals of length 2k having left endpoint in 2kZ.
We refer to the intervals in D as dyadic intervals. For each dyadic inter-
val I, the left half I� and the right half I+ are referred to as the children
of I. Now suppose that � is a positive measure on R, and for convenience
we suppose that

� (I) > 0 for every I 2 D:

Then for every I 2 D we de�ne the Haar function h�I by

h�I (x) =

s
�(I�)�(I+)

�(I)

�
�
1I� (x)

�(I�)
+
1I+ (x)

�(I+)

�
; x 2 R:
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Here we are writing 1I� (x) for the indicator function �I� (x). Thus the
Haar function h�I is supported in I and is constant on each child I� of
I. In the special case � is Lebesgue measure �1, and I has length 2k,
h�1I takes on the value � 1p

2k+1
on the left half of I, and the value 1p

2k+1

on the right half of I (draw a picture!). The collection of Haar functions
fh�I gI2D has the following elementary properties:

supph�I � I;Z
h�I d� =

s
�(I�)�(I+)

�(I)

(
� 1

�(I�)

Z
�(I�)

d�+
1

�(I+)

Z
�(I+)

d�

)
= 0;

Z
jh�I j

2
d� =

�(I�)�(I+)

�(I)

(
1

�(I�)2

Z
�(I�)

d�+
1

�(I+)2

Z
�(I+)

d�

)

=
�(I�)�(I+)

�(I)

�
1

�(I�)
+

1

�(I+)

�
=
�(I+) + �(I�)

�(I)
= 1:

Moreover, there follows the crucial orthogonality property:Z
h�I h

�
Jd� = 0; if I; J 2 D and I 6= J:

Indeed, this follows simply from (1):
R
h�Jd� = 0, and (2): if J is a

proper dyadic subinterval of a dyadic interval I, then h�I is constant on
the support of h�J .
Altogether we have shown that fh�I gI2D is an orthonormal set in L2 (�).
It can be shown, using the di¤erentiation theory two chapters below, that
fh�I gI2D is actually an orthonormal basis for L

2 (�).

Remark 21. In the special case that � is Lebesgue measure on the real line R,
the set of Haar functions fhIgI2D is generated by translation and dilation of the
single function

h[0;1) = �1[0; 12 ) + 1[ 12 ;1):
Thus the Haar basis fhIgI2D is the simplest example of a wavelet basis, an or-
thonormal basis that is generated by translations and dilations of a �xed �mother
wavelet�. Such wavelet bases have been characterized, and their properties cata-
logued, by Daubechies and others.

Next we give an application of Hilbert space theory and the uniform bounded-
ness principle to nonconvergence of Fourier series.

3.0.2. Nonconvergence of Fourier series of continuous functions. Recall the
orthonormal basis

�
eint

	
n2Z of L

2 (T) in the example above. Now consider the
symmetric partial sums Snf of the Fourier series of f 2 L1 (T):

Snf (x) =

nX
k=�n

bf (k) eikx = nX
k=�n

Z 2�

0

f (t) e�ikt
dt

2�
eikx

=

Z 2�

0

f (t)

(
nX

k=�n
eik(x�t)

)
dt

2�

=

Z 2�

0

f (t)Dn (x� t)
dt

2�
= f � Dn (x) ;
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where

Dn (�) =
nX

k=�n
eik� =

�
ei

�
2 � e�i �2

�Pn
k=�n e

ik�

ei
�
2 � e�i �2

=
ei(n+

1
2 )� � e�i(n+ 1

2 )�

ei
�
2 � e�i �2

=
sin
�
n+ 1

2

�
�

sin �2

satis�es Z 2�

0

jDn (�)j
d�

2�
> 2

Z �

0

��sin �n+ 1
2

�
�
���� �

2

�� d�

2�

=
2

�

Z (n+ 1
2 )�

0

jsin �j d�
�

>
2

�

nX
k=1

1

k�

Z k�

(k�1)�
jsin �j d�

=
4

�2

nX
k=1

1

k
;

and so tends to 1 as n!1.
From the Hilbert space theory above, we obtain that Snf converges to f in

L2 (T) for all f 2 L2 (T):

kSnf � fk2 =
X
jkj>n

��� bf (k)���2 ! 0 as n!1; f 2 L2 (T) :

For f 2 C (T) we ask if we have pointwise convergence of Snf to f on T. How-
ever, the property supn�1 kDnkL1(T) = 1 of the Dirichlet kernel Dn, when com-
bined with the uniform boundedness principle, implies that there are continuous
functions f 2 C (T) whose Fourier series

P1
k=�1

bf (k) eikx fail to converge at
some points x in T. In fact there is a dense G� subset E of C (T) (a set is a
G� subset of X if it is a countable intersection of open subsets of X) such that
fx 2 T : Snf (x) fails to converge at xg contains a dense G� subset of T for every
f 2 E.

To see this, set �nf = Snf (0) =
R 2�
0

f (t)Dn (t) dt2� . Then �n 2 C (T)� and
k�nk� =

R 2�
0
jDn (t)j dt2� % 1 as n ! 1. By the uniform boundedness principle

we cannot have

(3.3) sup
n�1

j�nf j = sup
n�1

jSnf (0)j <1

for f in a dense G� subset of C (T). In particular, there exists a continuous function
f on T whose Fourier series fails to converge at 0. However, since B is a subspace,
we cannot in fact have (3.3) in any open set, and it follows that

E0 =

�
f 2 C (T) : sup

n�1
j�nf j =1

�
is dense. Since the map supn�1 j�nf j is a lower semicontinuous function of f , we
also have that E0 is a G� subset.
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Now choose fxig1i=1 dense in T = [0; 2�), and by applying the above argument
with xi in place of 0, choose Ei to be a dense G� subset of C (T) such that

sup
n�1

jSnf (xi)j =1; f 2 Ei; i � 1:

By Baire�s Theorem, E = \ni=1Ei is also a dense G� subset of C (T). Thus for
every f 2 E we have supn�1 jSnf (xi)j = 1 for all i � 1. Now we note that
supn�1 jSnf (x)j is a lower semicontinuous function of x (since it is a supremum of
continuous functions), and thus the set�

x 2 T : sup
n�1

jSnf (x)j =1
�

is a G� subset of T for every f 2 C (T). Combining these observations yields that
there is a dense G� subset E of C (T) such that for every f 2 E, the set of x where
the Fourier series of f fails to converge contains a dense G� subset of T.

Remark 22. In a complete metric space X without isolated points, every dense
G� subset is uncountable. Indeed, if E = fxkg1k=1 = \1n=1Vn, Vn open, is a count-
able dense G� subset of X, then Wn = Vn� fxkgnk=1 is still a dense open subset of
X, but \1n=1Wn = �, contradicting Baire�s Theorem.

Remark 23. A famous theorem of L. Carleson shows that for every f 2 L2 (T),
limn!1 Snf (x) = f (x) for a.e. x 2 T.

4. Duality

Given any normed linear space X we de�ne X� to be the vector space of all
continuous linear functionals on X, i.e. continuous linear maps � : X ! C (or into
R if the scalar �eld is real). We recall that a map L from one normed linear space
X to another Y is linear if L (�x+ y) = �Lx + Ly for all x; y 2 X and � 2 C.
Recall also that L is said to be bounded if there is a nonnegative constant C such
that kLxkY � C kxkX for all x 2 X. The proof of the next result is easy and is
left to the reader.

Lemma 30. Let L : X ! Y be linear where X;Y are normed linear spaces.
Then L is bounded () L is continuous on X () L is continuous at 0.

By Lemma 30 a linear functional is continuous on X if and only if it is contin-
uous at the origin, or equivalently bounded. If we set

(4.1) k�k� = sup
kxk�1

j�xj ;

then it is easily veri�ed that k�k� is a norm on X�, and since the scalar �eld is
complete, so is the metric on X� induced from k�k�. Thus X� is a Banach space
(even if X is not).

Remark 24. Note that k�k� is the smallest nonnegative constant C which
exhibits the boundedness of � on X in the inequality j�xj � C kxk.

Now we specialize this de�nition to a Hilbert space H. An example of a con-
tinuous linear functional on H is the linear functional �y associated with y 2 H
given by

(4.2) �yx = hx; yi ; x 2 H:
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The boundedness of �y follows from the Cauchy-Schwarz inequality j�yxj � kyk kxk.
In fact, this together with the choice x = y

kyk in (4.1) yields k�yk
�
= kyk. It turns

out that there are no other continuous linear functionals on H and this is the �rst
major consequence of Theorem 45, and hence also of Theorem 44.

Theorem 51 (Riesz representation theorem for Hilbert spaces). Let H be a
Hilbert space. Every � 2 H� is of the form �y for some y 2 H. Moreover, there
is a conjugate linear isometry from H to H� given by y ! �y where �y is as in
(4.2).

Proof : We�ve already shown that �y 2 H� with k�yk� = kyk, and since
��y = ��y we have that the map y ! �y is a conjugate linear isometry from H into
H�. To see that this map is onto, take � 6= 0 inH� and letN = fx 2 H : �x = 0g =
��1 f0g be the null space of �. Since N is a proper closed subspace of H, Theorem
45 shows that N? 6= f0g. Take z 6= 0 in N? and note that

(�x) z � (�z)x 2 N for all x 2 H:

Thus
0 = h(�x) z � (�z)x; zi = (�x) kzk2 � (�z) hx; zi

yields

�x =
(�z) hx; zi
kzk2

=

*
x;

�z

kzk2
z

+
= �yx; x 2 H;

with y = �z
kzk2 z.

5. Essentially bounded functions

Suppose that (X;A; �) is a measure space with � (X) = 1. Then Hölder�s in-
equality shows that for f measurable, kfkLp(�) 2 [0;1] is a nondecreasing function
of p 2 (0;1). Indeed, if 0 < p1 < p2 < 1, kfkLp2 (�) < 1 and p = p2

p1
, then

1 < p <1 and it follows that

kfkLp1 (�) =

�Z
X

jf (x)jp1 d� (x)
� 1

p1

�
�Z

X

jf (x)jp1p d� (x)
� 1

pp1
�Z

X

d� (x)

� 1
p0p1

�
�Z

X

jf (x)jp2 d� (x)
� 1

p2

= kfkLp2 (�) :

Thus
kfkz � lim

p!1
kfkLp(�) = sup

0<p<1
kfkLp(�) 2 [0;1] :

The question now arises as to what kfkz actually measures. The answer lies
in the following two observations. If � > kfkz, then

� jfjf j > �gj
1
p
� �

 Z
fjf j>�g

jf jp d�
! 1

p

� kfkz ;

which implies

jfjf j > �gj� � lim sup
p!1

�
kfkz
�

�p
= 0:
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Conversely, if jfjf j > �gj� = 0, then

kfkLp(�) =
 Z

fjf j��g
jf jp d�+

Z
fjf j>�g

jf jp d�
! 1

p

� �� (X)
1
p = �;

which implies � � kfkz. Thus we conclude that

kfkz = inf
n
� > 0 : jfjf j > �gj� = 0

o
;

which suggests we de�ne the essential supremum of a measurable function in the
following way.

Definition 20. Suppose that (X;A; �) is a measure space and that f : X ! C
is measurable. The essential supremum of f is de�ned to be

kfk1 � inf
n
� > 0 : jfjf j > �gj� = 0

o
:

We set
L1 (�) � ff measurable : kfk1 <1g :

It is easy to show that L1 (�) is a linear space and that kfkL1(�) � kfk1
de�nes a norm on L1 (�) (after identifying functions that agree outside a set of
measure zero). It is surprisingly easy to show that L1 (�) is complete. Indeed, if
ffng1n=1 is a Cauchy sequence in the metric space L1 (�), then ffng

1
n=1 converges

uniformly outside the exceptional set

E �
1[

m;n=1

Em;n �
1[

m;n=1

fx 2 X : j(fm � fn) (x)j > kfm � fnk1g ;

to a measurable function f : (X n E)! C. Since

� (E) �
1X

m;n=1

� (Em;n) =
1X

m;n=1

0 = 0;

we may view f as belonging to L1 (�). It is now evident that kf � fnk1 =
limm!1 kfm � fnk1 tends to 0 as n!1.

We have already established the �rst assertion in the second exercise below.

6. Exercises

Exercise 15. Under the hypotheses of Lemma 26, show that Cc (X) is dense
in the metric space Lp (�).

Exercise 16. Suppose that � (X) = 1 and kfkLr(�) <1 for some 0 < r <1.
Then

(1) limp!1 kfkLp(�) = kfk1,
(2) limp!0 kfkLp(�) = exp

�R
X
ln jf j d�

	
.



CHAPTER 8

Complex measures and the Radon-Nikodym
theorem

We now wish to extend the notion of a positive measure to complex-valued
functionals. We begin with an example.

Example 6. Given a positive measure � on a measurable space (X;A), and a
complex-valued function h 2 L1 (�), we can de�ne a set functional � by

� (E) =

Z
E

hd�; E 2 A:

It is easy to verify that � is a complex measure on A, i.e. that the countable

additivity in (0.1) below holds. Indeed, Corollary 14 shows that if E =
�S1
n=1En,

then Z
E

jhj d� =
1X
n=1

Z
En

jhj d�;

and it follows that�����
Z

�S1

n=N+1En

hd�

����� �
Z

�S1

n=N+1En

jhj d� =
Z 1X

n=N+1

�En jhj d� =
1X

n=N+1

Z
En

jhj d� ! 0

as N !1. Now for each N � 1 we have

NX
n=1

� (En) =
NX
n=1

Z
En

hd� =

Z
�SN

n=1En

hd�

=

Z
En
� �S1

n=N+1En

� hd�

=

Z
E

hd� �
Z

�S1

n=N+1En

hd�;

and taking limits as N !1, we get
P1
n=1 � (En) =

R
E
hd� = � (E).

More generally, we have the following de�nition. Consider a measurable space
(X;A) and a functional

� : A ! C:

Note that we do not permit � to take on in�nite values here.

119
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Definition 21. We say that � is a complex measure on A, or on X, if for every
sequence fEng1n=1 of pairwise disjoint measurable sets, the series

P1
n=1 � (En) con-

verges and we have

(0.1) �

 �[1

n=1
En

!
=

1X
n=1

� (En) :

1. The total variation of a complex measure

The �rst observation we make is that the convergence of the series in (0.1) must
be absolute, i.e.

P1
n=1 j� (En)j <1. Indeed, for 0 � k � 2, let

Sk =
�
rei� 2 C : 0 < r <1 and � �

3
� � � 2�k

3
<
�

3

�
denote the sector of aperture 2�

3 centred at the angle 2�k
3 . Then with Ak =

fn : � (En) 2 Skg we have
1X
n=1

j� (En)j =
2X
k=0

X
n2Ak

j� (En)j ;

and so if
P1
n=1 j� (En)j =1, there is k such thatX

n2Ak

j� (En)j =1:

Without loss of generality we take k = 0 and note that for z 2 S0 we have
1

2
jzj � Re z � jzj :

Thus we conclude that

1 =
X
n2A0

Re (� (En)) = Re

 X
n2A0

� (En)

!
;

and so the series
P
n2A0

� (En) does not converge, contradicting (0.1) and the fact
that the sets fEngn2A0

are measurable and pairwise disjoint.
The above observation suggests the possibility that there exists a closely related

positive measure associated with �, namely the nonnegative set functional j�j : A !
[0;1) de�ned by

j�j (E) � sup
( 1X
n=1

j� (En)j : E =
�[1

n=1
En with En 2 A for all n � 1

)
:

This set functional j�j is referred to as the total variation of �, and turns out to be
a positive measure on A with j�j (X) <1.

Theorem 52. Let (X;A) be a measurable space, and suppose � is a complex
measure on A. Then the total variation j�j of � is a positive measure on A with
j�j (X) <1.

Proof : To prove the inequality

(1.1) j�j (E) �
1X
n=1

j� (En)j ;
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let E =
�S1
m=1Am. Then

1X
m=1

j� (Am)j =
1X
m=1

�����
1X
n=1

� (Am \ En)
����� �

1X
m=1

1X
n=1

j� (Am \ En)j

=
1X
n=1

1X
m=1

j� (Am \ En)j �
1X
n=1

j�j (En) ;

and if we take the supremum over all decompositions E =
�S1
m=1Am we obtain

(1.1).
Now we turn to proving

(1.2) j�j (E) �
1X
n=1

j� (En)j :

Since at this point j� (En)j could be in�nite, we cannot use j� (En)j � " < j� (En)j
for a small positive ", and instead we let tn be any nonegative real number satisfying

tn < j� (En)j. Then there is a decomposition En =
�S1
m=1A

n
m satisfying

(1.3) tn <

1X
m=1

j� (Anm)j :

It follows that
1X
n=1

tn �
1X
n=1

1X
m=1

j� (Anm)j � j�j (E) ;

and taking the supremum over sequences ftng1n=1 satisfying (1.3), we obtain (1.2).
Finally, we prove that j�j (X) <1. Suppose, in order to derive a contradiction,

that j�j (X) =1. Then there is a decomposition X =
�S1
n=1En with

1X
n=1

j� (En)j > 6 (j� (X)j+ 1) :

Using the notation introduced before the statement of the Theorem 52 we have

6 (j� (X)j+ 1) <
1X
n=1

j� (En)j =
2X
k=0

(X
n2Ak

j� (En)j
)
;

and so there is k 2 f0; 1; 2g such that
P
n2Ak

j� (En)j > 2 (j� (X)j+ 1). Without
loss of generality, k = 0 and using 1

2 jzj � Re z � jzj for z 2 S0 we have

2 (j� (X)j+ 1) <
X
n2A0

j� (En)j � 2
X
n2A0

Re (� (En)) = 2Re

 X
n2A0

� (En)

!
;

and thus ����� X
n2A0

� (En)

����� � Re
 X
n2A0

� (En)

!
> j� (X)j+ 1:
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Now set A =
S
n2A0

En and B = X nA so that

j� (A)j =

����� X
n2A0

� (En)

����� > j� (X)j+ 1 > 1;
j� (B)j = j� (X)� � (A)j � j� (A)j � j� (X)j

> j� (X)j+ 1� j� (X)j = 1:
Now 1 = j�j (X) = j�j (A) + j�j (B) implies that at least one of A and B has
in�nite j�j-measure, say B. Then we de�ne A1 = A and B1 = B so that

X = A1

�[
B1 with j� (A1)j > 1 and j�j (B1) =1:

Now iterate this construction with B1 in place of X to obtain measurable sets
A2 and B2 such that

B1 = A2

�[
B2 with j� (A2)j > 1 and j�j (B2) =1:

Continuing by induction we obtain sequences fAng1n=1 and fBng
1
n=1 of measurable

sets satisfying

Bn�1 = An

�[
Bn with j� (An)j > 1 and j�j (Bn) =1; n � 2:

Now let A =
�S1
n=1An be the union of the pairwise disjoint sets fAng

1
n=1. Then we

must have

� (A) =
1X
n=1

� (An) ;

but this is impossible since the series on the right is divergent: j� (An)j > 1 for all
n.

Definition 22. Let (X;A) be a measurable space. If �; � are complex measures
on X, then so is ��+ �� for �; � 2 C where

(��+ ��) (E) = �� (E) + �� (E) ; E 2 A:
Denote by M (X) the normed linear space of complex measures on X with norm
given by

k�k � j�j (X) ; � 2 M (X) :

In an exercise below you are asked to show that M (X) is a Banach space.

2. The Radon-Nikodym theorem

Every complex number z has a representation in polar coordinates as z = � jzj
where jzj � 0 and j�j = 1 (we usually write � = ei� as well). It turns out that there
is a similar representation of a complex measure � on a measurable space (X;A)
as (see Example 6 above)

(2.1) � = � j�j ;
where j�j is the total variation of �, and � is a measurable function on X satisfying
j� (x)j = 1 for all x 2 X. This representation of a complex measure � is often called
the polar representation of �.
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In the special case that � takes on only real values, we call � a real measure, and
in the polar representation (2.1), we have � (x) = �1 for all x 2 X. In particular,
if

�1 = �fx2X:�(x)=1g� and �2 = ��fx2X:�(x)=�1g�;
then both �1 and �2 are positive measures on X whose di¤erence �1��2 is �, and
�1 and �2 are carried by disjoint sets. We say that a positive or complex measure
� on A is carried by a set A if � (E) = 0 for all E 2 A such that A \ E = ;.

This decomposition � = �1 � �2, where the �i are positive measures carried
by disjoint sets, is called the Hahn decomposition of the real measure �. Note also
that j�j = �1 + �2. A much simpler decomposition is the Jordan decomposition

(2.2) � =
1

2
(j�j+ �)� 1

2
(j�j � �) � �+ � ��;

where �� are easily shown to be positive measures, but no claim is made regarding
�� being carried by disjoint sets. It turns out that �1 = �+ and �2 = �� so that
�� are indeed carried by disjoint sets. But this is hard to prove, and we will obtain
it from a much more general, and signi�cantly deeper, decomposition of a complex
measure; namely the Radon-Nikodym Theorem. To state this most important of
the theorems in measure theory, we need some de�nitions.

Definition 23. Let (X;A) be a measurable space. Suppose that �; � are mea-
sures (complex or positive) on A and that � is a positive measure on A. Then

(1) � is said to be concentrated on (or carried by or lives on) a measurable
set A 2 A if

� (E) = � (E \A) for all E 2 A;
equivalently,

� (E) = 0 for all E 2 A with E \A = ;;
(2) � and � are said to be mutually singular if there are disjoint measurable

sets A;B 2 A such that � is concentrated on A and � is concentrated on
B. In this case we write � ? �;

(3) � is said to be absolutely continuous with respect to the positive measure
� if

� (E) = 0 for all null sets E of �:
In this case we write �� �.

Note that if in the �rst de�nition, the measure � is a positive measure, then
� is concentrated on a set A if and only if � (Ac) = 0. Of course this simple
characterization doesn�t extend to complex measures �. The following properties
of these de�nitions are easy to prove.

Proposition 9. Let (X;A) be a measurable space. Suppose that �; � are mea-
sures (complex or positive) on A and that � is a positive measure on A. Then

(1) the connections with the total variation of a measure are these:
(a) � is concentrated on A if and only if j�j is concentrated on A;
(b) � ? � if and only if j�j ? j�j;
(c) �� � if and only if j�j � �;

(2) the connections with the additive structure of measures are these:
(a) � ? � and � ? � =) (�+ �) ? �.
(b) �� � and � � � =) (�+ �)� �.
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(3) the connections between � and ? are these:
(a) �� � and � ? � =) � ? �.
(b) �� � and � ? � =) � = 0.

Definition 24. A positive measure � on a measurable space (X;A) is �-�nite
if X =

S1
n=1Xn is a countable union of measurable sets Xn with � (Xn) <1.

Now we can state the most important of the theorems in measure theory. It
gives, under certain conditions, a decomposition of a complex measure � into one
piece that is absolutely continous with respect to a given positive measure �, and
another piece that is mutually singular with respect to �. Moreover, it describes
completely the nature of the absolutely continuous piece, and shows that the mea-
sures in Example 6 are the only such pieces!

Theorem 53 (Radon-Nikodym Theorem). Let (X;A) be a measurable space.
Suppose that � 2 M (X) is a complex measure and that � is a positive �-�nite
measure on A.

(1) There is a unique pair of complex measures �a; �s 2 M (X) such that
� = �a + �s where �a � � and �s ? �:

If in addition � is positive (and thus �nite), so are �a and �s.
(2) There is a unique h 2 L1 (�) such that

(2.3) �a (E) =

Z
E

hd�; for all E 2 A:

The function h 2 L1 (�) in part (2) of the theorem is called the Radon-Nikodym
derivative of � with respect to � and is usually denoted

h =
d�

d�
:

This function will be obtained using the Riesz representation theorem 51 for an
associated Hilbert space L2 (').

Proof : We begin with the proof of uniqueness. If

�a + �s = �0a + �
0
s

where �a; �
0
a � � and �s; �

0
s ? � then

! � �a � �0a = �0s � �s satis�es ! � � and ! ? �;

hence by Proposition 9 (3)(b) we have ! = 0. The uniqueness of h 2 L1 (�) in
part (2) is simply the fact that

R
E
hd� = 0 for all E 2 A implies h = 0 �-almost

everywhere.
Conversely, we �rst prove the special case where both � and � are positive

�nite measures. Then the sum ' = �+ � is also a positive �nite measure, and the
Cauchy-Schwarz inequality gives����Z fd�

���� � Z jf j d� �
Z
jf j d' �

�Z
jf j2 d'

� 1
2 p

' (X) =
p
' (X) kfkL2(')

for every f 2 L2 ('). Thus we see that the map

�f �
Z
fd�; f 2 L2 (') ;
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de�nes a bounded linear functional on the Hilbert space L2 (')! By the Riesz
representation theorem 51 for Hilbert spaces, there is a unique g 2 L2 (') such thatZ

fgd' = hf; giL2(') = �f =
Z
fd�; f 2 L2 (') :

We now claim that g (x) 2 [0; 1] for '-almost every x 2 X. To see this, consider
a ball B (z; r) in the complex plane that doesn�t intersect [0; 1], i.e. B (z; r)\[0; 1] =
;. Let E = g�1 (B (z; r)) and assume, in order to derive a contradiction, that
' (E) > 0. Then we have

� (E)

' (E)
=

1

' (E)

Z
�Ed� =

1

' (E)
��E =

1

' (E)

Z
�Egd'

=
1

' (E)

Z
�Ezd'+

1

' (E)

Z
�E (g � z) d'

= z +
1

' (E)

Z
�E (g � z) d';

which shows that����� (E)' (E)
� z
���� � 1

' (E)

Z
�E jg � zj d' <

1

' (E)

Z
�Erd' = r;

since jg (x)� zj < r for x 2 E. Thus we have shown that �(E)
'(E) 2 B (z; r). Since

�(E)
'(E) 2 [0; 1], we have the desired contradiction to B (z; r) \ [0; 1] = ;.

Now let fB (zn; rn)g1n=1 be a countable collection of balls satisfying

C n [0; 1] =
1[
n=1

B (zn; rn) :

It follows that

�
�
g�1 (C n [0; 1])

�
�

1X
n=1

�
�
g�1 (B (zn; rn))

�
=

1X
n=1

0 = 0;

which says that g (x) 2 [0; 1] for '-almost every x 2 X.
Thus we may assume that g (x) 2 [0; 1] for all x 2 X. We then haveZ

X

(1� g) fd� =

Z
X

fd��
Z
X

fgd� =

Z
fgd'�

Z
X

fgd�(2.4)

=

Z
X

fgd (�+ �)�
Z
X

fgd� =

Z
X

fgd�;

for all f 2 L2 ('). We can now de�ne �a and �s. Formally, we expect that

(1� g) fd� = fgd�; hence
d�

d�
=

g

1� g ;

and this suggests that �a should live where g < 1 and that �s should live where
g = 1. So let

A � fx 2 X : 0 � g (x) < 1g ;
S � fx 2 X : g (x) = 1g ;
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and set

�a (E) � � (E \A) ; E 2 A;
�s (E) � � (E \ S) ; E 2 A:

It is easy to see that �s ? �. Indeed, since g = 1 on S we have

� (S) =

Z
�Sd� =

Z
�Sgd� =

Z
(1� g)�Sd� = 0;

which means that � is concentrated on A = Sc, while by de�nition �s is concen-
trated on S. To see that �a � � is not much harder. If E 2 A satis�es � (E) = 0,
then with f = �E\A in (2.4) we have from (2.4) that

0 =

Z
E\A

gd� =

Z
X

fgd� =

Z
X

(1� g) fd� =
Z
E\A

(1� g) d�:

Since 1� g > 0 on A we conclude that � (E \A) = 0, i.e. �a (E) = 0.
Finally, to see that there is h 2 L1 (�) satisfying (2.3), we note that for E 2

A and n � 1, equation (2.4) with f = (1 + g + :::+ gn)�E and the Monotone
Convergence Theorem applied twice yields

� (E \A) =

Z
E

n
lim
n!1

�
1� gn+1

�o
d�

= lim
n!1

Z
E

�
1� gn+1

�
d� = lim

n!1

Z
X

(1� g) f(1 + g + :::+ gn)�Eg d�

= lim
n!1

Z
X

f(1 + g + :::+ gn)�Eg gd�

= lim
n!1

Z
E

�
g + g2 + :::+ gn+1

�
d�

=

Z
E

g

1� g d�;

since both �
1� gn+1

�
% 1 and

�
g + g2 + :::+ gn+1

�
% g

1� g
pointwise as n ! 1. Thus h = g

1�g 2 L
1 (�) and (2.3) holds. Note that both �a

and �s are positive measures, and that h is nonnegative.
Now we remove the additional assumptions on � and �. First, we consider

the case where � is positive and �nite, and � is positive and �-�nite. It is easy

to construct a pairwise disjoint decomposition X =
�SN or 1

n=1 Xn such that 0 <
� (Xn) <1 for all n. Then de�ne

w �
N or 1X
n=1

1

2n (1 + � (Xn))
�Xn

:

Then we have both
0 < w (x) < 1 for all x 2 X;

and

0 <

Z
X

wd� =
N or 1X
n=1

� (Xn)

2n (1 + � (Xn))
< 1:
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If we let �0 be the �nite positive measure given by

�0 (E) =

Z
E

wd�; E 2 A;

then from what we have already proved we obtain

� = �a + �s; where �a � �0 and �s ? �0;

�a (E) =

Z
E

h0d�0; for all E 2 A; where 0 � h0 2 L1 (�0) :

Clearly �a � � and �s ? � both hold, as well as

�a (E) =

Z
E

h0d�0 =

Z
E

h0wd�; for all E 2 A;

so that h = h0w 2 L1 (�) satis�es (2.3). Indeed,
R
E
fd�0 =

R
E
fwd� for all f = �F

with F 2 A, hence for all f simple, hence for all f nonnegative including f = h0.
Finally, to remove the restriction that � is positive, write � = �+���+i!3�i!4

where � and ! are the real and imaginary parts of � and � = �+ � �� and ! =
!+�!� are the Jordan decompositions of � and ! respectively as de�ned in (2.2).

Remark 25. The �-�niteness of � cannot be dropped from the hypotheses of
the Radon-Nikodym theorem. For example, if � is Lebesgue measure on [0; 1] and
� is counting measure on [0; 1], then � � � but if there were h 2 L1 (�) such that
� (E) =

R
E
hd�, then we�d have h (x) =

R
fxg hd� = � (fxg) = 0 for all x 2 [0; 1],

yielding the contradiction � = 0.

We can now obtain as corollaries, both the polar representation of a complex
measure and the Hahn decomposition of a real measure. We note that � � j�j
holds trivially where j�j is the total variation of �.

Corollary 18 (Polar representation). Let � be a complex measure on (X;A).
Then the Radon-Nikodym derivative h = d�

dj�j satis�es jh (x)j = 1 for j�j-almost
every x 2 X.

Thus for a complex measure, we can write d� (x) = ei�(x)d j�j (x), explaining
the term polar representation.

Proof : We �rst claim that if 0 < r < 1 and Er � fx 2 X : jh (x)j < rg, then

j�j (Er) = 0. Indeed, if Er =
�S1
n=1Fn then

1X
n=1

j� (Fn)j =
1X
n=1

����Z
Fn

hd j�j
���� � 1X

n=1

Z
Fn

jhj d j�j � r
1X
n=1

j�j (Fn) = r j�j (Er) :

Taking the supremum over all decompostions Er =
�S1
n=1Fn we obtain 0 � j�j (Er) �

r j�j (Er), which implies j�j (Er) = 0 since r < 1. It follows that

j�j (fx 2 X : jh (x)j < 1g) = lim
n!1

j�j
��

x 2 X : jh (x)j < 1� 1

n

��
= 0:

To show that j�j (fx 2 X : jh (x)j > 1g) vanishes, we apply the averaging argu-
ment used in the proof of the Radon-Nikodym theorem. It su¢ ces to show that if
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B (z; r)\B (0; 1) = ;, then the subset E � h�1 (B (z; r)) of X satis�es j�j (E) = 0.
But if j�j (E) > 0, then we obtain

� (E)

j�j (E) =
1

j�j (E)

Z
�Ed� =

1

j�j (E)

Z
�Ehd'

=
1

j�j (E)

Z
�Ezd'+

1

j�j (E)

Z
�E (h� z) d'

= z +
1

j�j (E)

Z
�E (g � z) d';

which shows that���� � (E)j�j (E) � z
���� � 1

j�j (E)

Z
�E jh� zj d j�j <

1

j�j (E)

Z
�Erd j�j = r;

contradicting B (z; r) \B (0; 1) = ;.
Corollary 19 (Hahn decomposition). Let � be a real measure on (X;A). If

� = �+��� is the Jordan decomposition of �, i.e. �� = 1
2 (j�j � �), then �+ ? ��.

Moreover, if h = d�
dj�j is the Radon-Nikodym derivative of � with respect to its total

variation j�j, then jh (x)j = 1 for j�j-almost every x 2 X, and for E 2 A we have

�+ (E) = j�j (E \ fh = 1g) ;
�� (E) = j�j (E \ fh = �1g) :

Remark 26. Using the Radon-Nikodym theorem it is easy to see that if � is a
complex measure and � is a �-�nite positive measure, then �� � if and only if for
every " > 0 there is � > 0 such that

(2.5) j� (E)j < " whenever � (E) < �:

Indeed, if f = d�
d� 2 L

1 (�) is the Radon-Nikodym derivative, and if " > 0, the Domi-
nated Convergence Theorem shows that there is M <1 such that

R
fjf j>Mg jf j d� <

"
2 . Then with � =

"
2M > 0, we have

j� (E)j =

����Z
E

fd�

���� � Z
fjf j>Mg

jf j d�+
Z
E\fjf j�Mg

jf j d�

<
"

2
+M� (E) <

"

2
+M� = ";

if � (E) < �.
In fact, even for general positive measures �, it is true that � � � if and only if
(2.5) holds. To see this, suppose there is " > 0 and sets fEng1n=1 with � (En) < 1

2n

but j� (En)j � " for all n � 1. Then

�

 1[
n=m

En

!
�

1X
n=m

2�n ! 0 as m!1;

and so the set E =
T1
m=1

S1
n=mEn yields the desired contradiction to Proposition

9 (1) (c):

� (E) = lim
m!1

�

 1[
n=m

En

!
= 0;

j�j (E) = lim
m!1

j�j
 1[
n=m

En

!
� lim inf

m!1
j�j (Em) � ":



3. EXERCISES 129

3. Exercises

Exercise 17. Show that M (X) is complete, hence a Banach space.

Exercise 18. Prove Proposition 9.





CHAPTER 9

Di¤erentiation of integrals

In this chapter we investigate to what extent we can di¤erentiate the Lebesgue
integral

R
Rn fd�n in order to recover the integrand f . In one dimension we have for

f 2 Cc (R) the two familiar statements of the Fundamental Theorem of Calculus:

d

dx

Z x

�1
fd� = f (x) ; x 2 R;Z 1

�1
fd� = lim

b!1
F (b)� lim

a!�1
F (a) ;

where F is any antiderivative of f . The �rst of these statements can be rewritten
in the equivalent forms

lim
h!0

1

h

Z x+h

x

fd� = lim
h!0

R x+h
�1 fd��

R x
�1 fd�

h
= f (x) ;

and

lim
jIj!0: x2I

1

jIj

Z
I

fd� = f (x) ;

for all f 2 Cc (R) and x 2 R. The latter limit is taken over all intervals I that
contain the point x and the assertion is that for " > 0 there is � > 0 such that��� 1jIj RI fd�� f (x)��� < " whenever x 2 I and jIj < �. This suggests the following

analogue in higher dimensional Euclidean space Rn.

Problem 5. To what extent is it true that

(0.1) lim
jIj!0: x2I

1

jIj

Z
I

fd� = f (x)

for f 2 L1 (Rn), x 2 Rn, and a family fIgx2I of subsets of Rn containing x?

Of course, for continuous functions f , the above limit (0.1) holds at every
x 2 Rn, provided only that the sets I have diameters that shrink to 0 as their
measures jIj tend to zero. More generally, we will see that for integrable functions
f , and for sets I which are su¢ ciently like balls, the above limit (0.1) holds for
almost every x in Rn. The proof follows these lines:

� The limit (0.1) holds for every x if f is continuous.
� The space of continuous functions is dense in L1 (Rn).
� The oscillation of the limit in (0.1) is near zero except on a small set when
kfkL1(Rn) is small.

� The connection between the oscillation of the limit of averages of f in
(0.1), and the L1 (Rn) norm of f , is governed by the maximal function
Mf and a weak type inequality.

131
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1. Covering lemmas, maximal functions and di¤erentiation

Let
D =

�
2k (j + [0; 1)

n
)
	
j2Zn;k2Z �

�
Qkj
	
j2Zn;k2Z

be the grid of dyadic cubes in Rn, and de�ne the dyadic maximal function Mdyf
of a locally integrable function f on Rn by

Mdyf (x) � sup
x2Q2D

1

jQj

Z
Q

jf (y)j dy; x 2 Rn:

We say that f is locally integrable, written f 2 L1loc (Rn), if f�B(0;R) 2 L1 (Rn) for
all R < 1. Clearly, Mdyf is measurable since it is the supremum over m of the
functions

fm (x) =
X
j2Zn

�
EQm

j
jf j
�
�Qm

j
(x) ; x 2 Rn;

EQg � 1

jQj

Z
Q

gd�n.

ThusMdyf (x) is the least upper bound of all the dyadic averages EQ jf j of jf j at
x. In order to study the convergence of the dyadic averages of f , we consider the
limit superior of the dyadic averages of jf j at x:

�dyf (x) = lim sup
Q!x

1

jQj

Z
Q

jf (y)j dy; x 2 Rn;

where it is understood by the expression Q! x that Q is a dyadic cube containing
x whose side length is shrinking to zero in the limit. Clearly we have

�dy (f � f (x)) (x) = 0 =) lim
Q!x

1

jQj

Z
Q

jf (y)� f (x)j dy = 0(1.1)

=) f (x) = lim
Q!x

1

jQj

Z
Q

f (y) dy:

Of course we have

(1.2) �dyf (x) �Mdyf (x) ;

and the key properties of the maximal operator Mdy are that it is bounded on
L1 (Rn) and of weak type 1� 1 on L1 (Rn):

(1.3)
���x 2 Rn :Mdyf (x) > �

	�� � 1

�

Z
Rn
jf (y)j dy; � > 0:

To see (1.3) de�ne


� =
�
x 2 Rn :Mdyf (x) > �

	
;

�� =

�
Q 2 D : 1jQj

Z
Q

jf (y)j dy > �

�
;

and let fQmgm be the set of maximal dyadic cubes in ��. Then the cubes Qm are
pairwise disjoint and we have


� =
[

Q2��

Q =
�[
m

Qm:
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This is the most successful of covering lemmas: namely we have covered a union

� of dyadic cubes with a pairwise disjoint subcollection. Unravelling de�nitions
yields

j
�j =
X
m

jQmj <
X
m

1

�

Z
Qm

jf (y)j dy � 1

�

Z
Rn
jf (y)j dy:

The weak type inequality (1.3) for Mdy yields the Lebesgue Di¤erentiation
Theorem for dyadic averages.

Theorem 54. For f 2 L1loc (Rn) we have

f (x) = lim
jQj!0: x2Q2D

1

jQj

Z
Q

f (y) dy; a:e:x 2 Rn;

in fact,

lim
jQj!0: x2Q2D

1

jQj

Z
Q

jf (y)� f (x)j dy = 0:

Proof : Since the conclusion of the theorem is local it su¢ ces to consider
f 2 L1 (Rn) with compact support. Given " > 0, we can use Lemma 26 to choose
g 2 Cc (Rn) with

R
jf � gj < ". However, �dy (g � g (x)) (x) = 0 for every x 2 Rn

since g is continuous. It follows from the subadditivity of �dy and (1.2) that

�dy (f � f (x)) (x) � �dy (f � f (x)� [g � g (x)]) (x) + �dy (g � g (x)) (x)
� �dy (f � g) (x) + �dy (f (x)� g (x)) (x)
� Mdy (f � g) (x) + j(f � g) (x)j :

Now we have�
x 2 Rn : �dy (f � f (x)) (x) > �

	
�

�
x 2 Rn :Mdy (f � g) (x) > �

2

�
[
�
x 2 Rn : j(f � g) (x)j > �

2

�
and so���x 2 Rn : �dy (f � f (x)) (x) > �

	�� �
�����x 2 Rn :Mdy (f � g) (x) > �

2

�����
+

�����x 2 Rn : j(f � g) (x)j > �

2

�����
� 2

�

Z
jf � gj+ 2

�

Z
jf � gj < 4

�
":

Now let " ! 0 to obtain
���x 2 Rn : �dy (f � f (x)) (x) > �

	�� = 0 for all � > 0.
This proves that �dy (f � f (x)) (x) = 0 for a.e. x 2 Rn, and (1.1) now concludes
the proof of Lebesgue�s di¤erentiation theorem for dyadic averages.

We now wish to extend Lebesgue�s di¤erentiation theorem to more general av-
erages, namely to the collection of almost-balls in Rn. Fix a large positive constant
C. Then we say that a subset I of Rn is an almost-ball of eccentricity C if there is
r > 0 and two balls, B (x; r) and B (y; Cr), with

(1.4) B (x; r) � I � B (y; Cr) :

Note that we do not require x or y to belong to I, nor must x equal y. Thus an
almost-ball contains an ordinary ball, and is contained in another ordinary ball of
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C times the radius. In order to prove this more general di¤erentiaion theorem,
we will use the notion of shifted dyadic grids to reduce matters to what we have
already proved.

De�ne a shifted dyadic grid to be the collection of cubes

(1.5) D� =
n
2k
�
j + (�1)k �+ [0; 1)n

�
: k 2 Z; j 2 Zn

o
; � 2

�
0; 13 ;

2
3

	n
:

The basic properties of these collections are these: In the �rst place, each D� is
a grid, namely for Q;Q0 2 D� we have Q \ Q0 2 f; ; Q ; Q0g and Q is a union
of 2n elements of D� of equal volume. In the second place, and this is the novel
property here, for any cube Q � Rn, there is a choice of some � 2 f0; 13 ;

2
3g
n and

some Q0 2 D� so that
Q � Q0 and jQ0j � Cn jQj :

Here Cn is a positive constant depending only on dimension n. We prove that C1 �
4 in dimension n = 1, and leave the general case to the reader. So suppose that [a; b]
is an interval. Let k 2 Z be the unique integer satisfying 2k�1 < b � a � 2k. Now
choose j 2 Z and � 2

�
0; 13 ;

2
3

	
so that

�
j + (�1)k+1 �

�
2k+1 is the largest such ex-

pression satisfying
�
j + (�1)k+1 �

�
2k+1 < a. Then a �

�
j + (�1)k+1 �+ 1

3

�
2k+1

and so

b � 2k + a � 2k +
�
j + (�1)k+1 �+ 1

3

�
2k+1 �

�
j +

5

6
+ (�1)k+1 �

�
2k+1:

It follows that

[a; b] �
h�
j + (�1)k+1 �

�
2k+1;

�
j + 1 + (�1)k �

�
2k+1

�
;

where the latter interval belongs to the grid D� and has length 2k+1 < 4 (b� a).
We now de�ne the D�-analogs of the dyadic maximal operator, namely

(1.6) Mdy
� f(x) = sup

Q2D�: x2Q

1

jQj�

Z
Q

jf j :

Just as forMdy we have thatMdy
� is weak type 1� 1 on L1 (Rn),���x 2 Rn :Mdy

� f (x) > �
	�� � 1

�

Z
Rn
jf (y)j dy; � > 0:

Now �x C > 0 and let A = AC denote the collection of all almost-balls of eccen-
tricity C in Rn. Consider the corresponding maximal function

MAf (x) � sup
I2A: x2I

1

jIj

Z
I

jf (y)j dy; x 2 Rn:

For each almost-ball I 2 A and ball B (y; Cr) as in (1.4), there is a cube Q �
B (y; Cr) with jQj � (2Cr)n. Then the properties of the shifted dyadic grids yield
the existence of � 2

�
0; 13 ;

2
3

	n
and Q0 2 D� such that

I � B (y; Cr) � Q � Q0;

and
jQ0j � Cn jQj � Cn (2Cr)

n � C 0n jB (x; r)j � C 0n jIj :
It follows that

1

jIj

Z
I

jf (y)j dy � C 0n
jQ0j

Z
Q0
jf (y)j dy � C 0nMdy

� f (x) ; for each x 2 I;
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and hence that

MAf (x) � C 0n max
�2

n
0;
1
3 ;
2
3

oMdy
� f (x) :

This proves thatMA is also weak type 1� 1 on L1 (Rn):���x 2 Rn :MAf (x) > �
	�� �

X
�2

n
0;
1
3 ;
2
3

o
�����x 2 Rn :Mdy

� f (x) >
�

3C 0n

�����
� 9C 0n

�

Z
Rn
jf (y)j dy; � > 0:

As a result we can prove the following theorem in exactly the same way as Theorem
54 above.

Theorem 55. Let A = AC be the collection of all almost-balls of eccentricity
C > 0. For f 2 L1loc (Rn) we have

f (x) = lim
jIj!0: x2I2A

1

jIj

Z
I

f (y) dy; a:e:x 2 Rn;

in fact,

lim
jIj!0: x2I2A

1

jIj

Z
I

jf (y)� f (x)j dy = 0; a:e:x 2 Rn:

Corollary 20. Suppose that � is a complex Borel measure on Rn and that
�� �n where �n is Lebesgue measure. If f =

d�
d�n

is the Radon-Nikodym derivative
of � with respect to �n, then f can be obtained as a limit of ratios of measures:

f (x) = lim
jIj!0: x2I2A

� (I)

jIj ; a:e:x 2 Rn:

Proof : Apply Theorem 55 using � (I) =
R
I
fd�n =

R
I
f (y) dy.

Corollary 21. Let E be a Lebesgue measurable subset of Rn. Then almost
every point in E is densely surrounded by points of E in the sense that

lim
r!0

jE \B (x; r)j
jB (x; r)j = 1 for almost every x 2 E;

while almost every point not in E is densely surrounded by points not in E in the
sense that

lim
r!0

jE \B (x; r)j
jB (x; r)j = 0 for almost every x =2 E:

Proof : Apply Theorem 55 using I = B (x; r) and f = �E so that

jE \B (x; r)j =
Z
B(x;r)

�E (y) dy =

Z
I

f (y) dy:

This last corollary gives a surprising insight into the structure of measurable
sets, which provides yet another illustration of Littlewood�s �rst principle: measur-
able sets are almost open sets. Of course it is trivial that every point in an open
set E is entirely surrounded by points of E at a small enough scale.
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2. The maximal theorem

Our next theorem will require an expression of the Lp norm of a function f in
terms of its distribution function

jfjf j > tgj = jfx 2 Rn : jf (x)j > tgj ; t > 0.

We could appeal at this point to the following special case of Fubini�s theorem,
proved in the next chapter. Suppose that g : Rn ! [0;1) is measurable. Then

Z
Rn
g (x)

p
dx =

Z
Rn

(Z g(x)

0

ptp�1dt

)
dx(2.1)

=

Z
Rn

(Z
[0;1)

�fg>tg (x) pt
p�1dt

)
dx

=

Z
[0;1)

�Z
Rn
�fg>tg (x) pt

p�1dx

�
dt

=

Z
[0;1)

jfg > tgj ptp�1dt:

However, we only need the following easy approximation to (2.1):
(2.2)Z

Rn
g (x)

p
dx =

1X
k=�1

Z
f2k<g�2k+1g

g (x)
p
dx � 2p

1X
k=�1

2kp
���2k < g � 2k+1

	�� :
Theorem 56. For 1 < p � 1 we have

�Z
Rn

��Mdyf
��p� 1

p

� Cp

�Z
Rn
jf jp

� 1
p

; f 2 Lp (Rn) :

Proof : The following argument is from Marcinkiewicz interpolation. De�ne
f� = �fjf j>�

2 gf so thatM
dy (f � f�) � �

2 by the boundedness ofM
dy on L1 (Rn):Mdyg


L1(Rn) � kgkL1(Rn). Consequently, by the subadditivity ofM

dy we have

Mdyf �Mdy (f � f�) +Mdyf� �
�

2
+Mdyf�;

and thus

(2.3)
�
x 2 Rn :Mdyf (x) > �

	
�
�
x 2 Rn :Mdyf� (x) >

�

2

�
;
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for any � > 0. Now use (2.2), (2.3) and then (1.3) applied to f� with � = 2k to
obtainZ

Rn

��Mdyf (x)
��p dx � 2p

1X
k=�1

2kp
���x 2 Rn :Mdyf (x) > �

	��
� 2p

1X
k=�1

2kp
�����x 2 Rn :Mdyf2k (x) >

2k

2

�����
� 2p

1X
k=�1

2kp
�

1

2k�1

Z
Rn
jf2k (x)j dx

�

= 2p+1
1X

k=�1
2k(p�1)

Z
fx2Rn:jf(x)j>2k�1g

jf (x)j dx

= 2p+1
Z
Rn
jf (x)j

8<: X
k: 2k<2jf(x)j

2k(p�1)

9=; dx

� 22p�1
1

1� 2p�1
Z
Rn
jf (x)jp dx;

since
P
k: 2k<2jf(x)j 2

k(p�1) < (2jf(x)j)p�1
1�2p�1 . Note that we have used Corollary 9 in

order to interchange summation and integration in the penultimate line above.

2.1. The Haar basis. In our second example of an orthonormal set in Ex-
ample 5 of Section 3 of Chapter 7, we showed that the collection of Haar functions
fh�I gI2D is orthonormal in L

2 (�), but deferred the proof that it is a basis until we
had Lebesgue�s Di¤erentiation Theorem at our disposal. We assumed there that �
is a positive Borel measure on the real line R satisfying � (I) > 0 for every I 2 D.
For convenience we now assume a bit more:

� (I) > 0 for every I 2 D;(2.4) Z 1

0

d� =

Z 0

�1
d� =1:

We will need the analogues of dyadic di¤erentiation theory for a positive mea-
sure � in place of Lebesgue measure. The following two theorems are proved in
exactly the same way as the corresponding results for Lebesgue measure above.
For these two theorems we assume that � is a positive Borel measure on Rn satis-
fying � (I) > 0 for every I 2 D, and � (J) = 1 for each of the 2n �octants�of the
form J =

Qn
i=1 Ji where Ji is either (�1; 0) or [0;1).

Theorem 57. For f 2 L1loc (Rn) we have

f (x) = lim
jQj!0: x2Q2D

1

jQj�

Z
Q

f (y) d� (y) ; �� a:e:x 2 Rn;

in fact,

lim
jQj!0: x2Q2D

1

jQj�

Z
Q

jf (y)� f (x)j d� (y) = 0:
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Definition 25. De�ne the dyadic �-maximal function Mdy
� f of a locally �-

integrable function f on Rn by

Mdy
� f (x) � sup

x2Q2D

1

jQj�

Z
Q

jf (y)j d� (y) ; x 2 Rn:

Theorem 58. For 1 < p � 1 we have�Z
Rn

��Mdy
� f
��p d�� 1

p

� Cp

�Z
Rn
jf jp d�

� 1
p

; f 2 Lp (�) :

Now we return to dimension n = 1. Recall that D =
S
k2ZDk is then the set of

dyadic intervals, where Dk �
��
j2k; (j + 1) 2k

�	
j2Z. We de�ned the Haar function

h�I for I 2 D by

h�I (x) =

s
�(I�)�(I+)

�(I)

�
�
1I� (x)

�(I�)
+
1I+ (x)

�(I+)

�
; x 2 R;

where I� and I+ are the left and right halves of I, referred to as the children of
I. The collection of Haar functions fh�I gI2D was shown to satisfy the elementary
properties

supph�I � I;

Z
h�I d� = 0;

Z
jh�I j

2
d� = 1;

and most importantly, the crucial orthogonality property,Z
h�I h

�
Jd� = 0; if I; J 2 D and I 6= J:

To see that fh�I gI2D is actually an orthonormal basis for L2 (�), it su¢ ces
by Theorem 49 to establish that Span fh�I gI2D is dense in L2 (�). For this we
introduce the expectation functions,

E�kf (x) �
X
I2Dk

*
f;

1

jIj�
1I

+
L2(�)

1I (x) ; x 2 R; k 2 Z;

which for a given k 2 Z, are simply the functions that are constant on dyadic
intervals I of length 2k, and where the constant is the �-average of f on I. We
make three elementary observations regarding the functions E�kf for f 2 L2 (�):

E�kf (x) ! 0 as k !1 for every x 2 R;
E�kf (x) ! f (x) as k ! �1 for �-almost every x 2 R;
jE�kf (x)j � Mdy

� f (x) for every x 2 R;

and the crucial observation,

(2.5) E�Mf (x)� E
�
Nf (x) =

X
I2D: 2M+1�jIj�2N

hf; h�I iL2(�) h
�
I (x) ;

for all x 2 R, and for all integers M < N .
The �rst observation follows from������
*
f;

1

jIj�
1I

+
L2(�)

������ =
����� 1jIj�

Z
I

fd�

����� �
 
1

jIj�

Z
I

jf j2 d�
! 1

2

=
1q
jIj�

kfkL2(�)
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and our second assumption in (2.4). The second observation follows directly from
Theorem 57. The third observation is immediate from De�nition 25 since������

*
f;

1

jIj�
1I

+
L2(�)

������ � 1

jIj�

Z
I

jf j d� �Mdy
� f (x) ; for x 2 I:

We now turn to the veri�cation of the crucial observation (2.5). It su¢ ces to prove
the cases N =M + 1, and then add them up. So for I 2 D we must prove that*

f;
1

jI�j�
1I�

+
L2(�)

1I� (x) +

*
f;

1

jI+j�
1I+

+
L2(�)

1I+ (x)(2.6)

�
*
f;

1

jIj�
1I

+
L2(�)

1I (x)

= hf; h�I iL2(�) h
�
I (x) ; x 2 I;

where

h�I (x) =

s
jI�j� jI+j�
jIj�

 
�
1I� (x)

jI�j�
+
1I+ (x)

jI+j�

!
:

This is an elementary but tedious calculation. For x 2 I� the left side of (2.6) is*
f;

1

jI�j�
1I�

+
L2(�)

�
*
f;

1

jIj�
1I

+
L2(�)

=

 
1

jI�j�
� 1

jIj�

!Z
I�

fd�� 1

jIj�

Z
I+

fd�

=

 
jI+j�
jIj�

!
1

jI�j�

Z
I�

fd�� 1

jIj�

Z
I+

fd�;

and the right side is

�hf; h�I iL2(�)

s
jI�j� jI+j�
jIj�

1

jI�j�

= �

s
jI�j� jI+j�
jIj�

1

jI�j�

(s
jI�j� jI+j�
jIj�

"Z
I�

 
� 1

jI�j�

!
fd�+

Z
I+

1

jI+j�
fd�

#)

=
jI+j�
jIj�

(
1

jI�j�

Z
I�

fd�� 1

jI+j�

Z
I+

fd�

)
:

Thus (2.6) holds for x 2 I�, and the case x 2 I+ is similar. This completes the
veri�cation of (2.5).
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With these observations in hand, we can apply the Dominated Convergence
Theorem with umbrella function g = 3Mdy

� f to obtain

lim
M!�1 and N!1

f �
X

I2D: 2M+1�jIj�2N
hf; h�I iL2(�) h

�
I


2

L2(�)

(2.7)

= lim
M!�1 and N!1

Z
R

������f (x)�
X

I2D: 2M+1�jIj�2N
hf; h�I iL2(�) h

�
I (x)

������
2

d� (x)

=

Z
R

������f (x)� lim
M!�1 and N!1

X
I2D: 2M+1�jIj�2N

hf; h�I iL2(�) h
�
I (x)

������
2

d� (x)

=

Z
R
jf (x)� [f (x)� 0]j2 d� (x) = 0:

Note that by Theorem 57 we have jf (x)j � Mdy
� f (x) for �-almost every x 2 R,

and so for these x,

������f (x)�
X

I2D: 2M+1�jIj�2N
hf; h�I iL2(�) h

�
I (x)

������ = jf (x)� [E�Mf (x)� E
�
Nf (x)]j

� jf (x)j+ jE�Mf (x)� E
�
Nf (x)j

� 3Mdy
� f (x) ;

whereMdy
� f 2 L2 (�) by Theorem 58. Thus the umbrella function g = 3Mdy

� f can
be used in the above application of the Dominated Convergence Theorem.

Equation (2.7) shows that Span fh�I gI2D is dense in L
2 (�), and Theorem 49

now shows that fh�I gI2D is an orthonormal basis for L
2 (�).

Remark 27. We can avoid the use of Theorems 57 and 58 if we appeal to the
density of Cc (R) in L2 (�). Indeed, we then need only establish (2.7) for f 2 Cc (R).
This is easy since E�kf (x)! f (x) as k ! �1 for every x 2 R by continuity of f ,
and if f is supported in a dyadic interval I, then

Mdy
� f (x) � kfk1M

dy
� (1I) (x) ;

and it is easily veri�ed thatMdy
� (1I) 2 L2 (�). For example, if I = [0; 1) then

Mdy
� (1I) (x) =

� ([0; 1))

� ([0; 2k))
; 2k�1 � x < 2k; k � 1;
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and we haveZ 1

0

��Mdy
� (1I) (x)

��2 d� (x)
=

Z 1

0

��Mdy
� (1I) (x)

��2 d� (x) + 1X
k=1

�
� ([0; 1))

� ([0; 2k))

�2
�
��
2k�1; 2k

��
=

Z 1

0

��Mdy
� (1I) (x)

��2 d� (x) + � ([0; 1))2 1X
k=1

�
��
0; 2k

��
� �

��
0; 2k�1

��
� ([0; 2k))

2

� � ([0; 1)) + � ([0; 1))
2
1X
k=1

Z �([0;2k))

�([0;2k�1))

1

t2
dt

� � ([0; 1)) + � ([0; 1))
2
Z 1

�([0;1))

1

t2
dt = 2� ([0; 1)) :

3. Exercises

Exercise 19. Prove the maximal theorem with Mdy replaced by the larger
maximal operatorMA.





CHAPTER 10

Product integration and Fubini�s theorem

In this chapter we investigate to what extent the order of integration can be
reversed in a product integral, i.e. when do we have an equalityZ

X

�Z
Y

f (x; y) d� (y)

�
d� (x) =

Z
Y

�Z
X

f (x; y) d� (x)

�
d� (y)?

An important example of this question arose at the end of the previous chapter.
However, much preparation needs to be done in order to even ask the general ques-
tion intelligently. For example, what sorts of functions f (x; y) have the property
that for enough �xed points x, the function y ! f (x; y) is measurable on Y ; and
for enough �xed points y, the function x ! f (x; y) is measurable on X? This
question brings to light the fact that we will be dealing with three �-algebras of
sets here, one in X, another in Y , and a third in the product set X � Y . Thus we
begin with an investigation of product �-algebras.

1. Product �-algebras

Suppose that (X;A) and (Y;B) are measurable spaces. A measurable rectangle
is any set R 2 P (X � Y ) having the form R = A�B where A 2 A and B 2 B.

Definition 26. A�B is the smallest �-algebra on X � Y containing all mea-
surable rectangles.

An elementary set E 2 P (X � Y ) is any �nite pairwise disjoint union of mea-

surable rectangles, i.e. E =
�SN
n=1An � Bn where An 2 A and Bn 2 B. The

collection of all elementary sets is denoted E .

Definition 27. A monotone classM on a set Z is a collection of sets in P (Z)
that is closed under both monotone unions and monotone intersections, i.e.

1[
n=1

En 2 M if En 2M and En � En+1 for all n � 1;

1\
n�1

En 2 M if En 2M and En � En+1 for all n � 1:

Clearly every �-algebra is also a monotone class. Since A � B contains the
elementary sets E , it follows thus A�B is a monotone class containing E . It turns
out that in order to de�ne the notion of product measure independent of iteration,
it is important that A� B is the smallest monotone class containing E . Note that
for any given collection of sets F , the smallest monotone class containing F always
exists - it is simply the intersection of all monotone classes containing F .

143
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Theorem 59. A�B is the smallest monotone class on X � Y containing the
collection E of elementary sets.

Proof : From the remarks made prior to the theorem we have

(1.1) E �M � A� B;
whereM is the smallest monotone class containing E . Now the intersection of two
measurable rectangles is again a measurable rectangle, and the complement of a
measurable rectangle is a union of three pairwise disjoint measurable rectangles,
namely

(A1 �B1) \ (A2 �B2) = (A1 \A2)� (B1 \B2) ;

(A1 �B1)c = (Ac1 �B1)
�
[ (A1 �Bc1)

�
[ (Ac1 �Bc1) :

From this we see that the collection E of elementary sets is closed under �nite
unions, intersections and di¤erences, i.e.

(1.2) P [Q; P \Q; P nQ; Q n P 2 E for all P;Q 2 E :
Indeed, this is obvious for P \Q, and so then for P nQ = P \Qc, and �nally then
for P [Q = (P nQ)

�
[Q.

Now for every P 2 P (X � Y ) let
MP � fQ 2 P (X � Y ) : P nQ; Q n P; P [Q 2Mg :

It is clear that MP is a monotone class for every P 2 P (X � Y ), and moreover
that

(1.3) Q 2MP () P 2MQ; for all P;Q 2 P (X � Y ) :
We now claim that

(1.4) P nQ; Q n P; P [Q 2M for all P;Q 2M:

Indeed, suppose �rst that P 2 E . Then by (1.2) we have that Q 2 MP for all
Q 2 E . Thus E � MP and hence also M � MP since MP is a monotone class
containing E , and M is the smallest such. Now �x Q 2 M. We just proved that
for P 2 E we have Q 2MP , hence by (1.3) we also have P 2MQ. Thus E �MQ,
and hence alsoM�MQ sinceMQ is a monotone class. This completes the proof
of (1.4).

We next claim thatM is a �-algebra. Indeed,M is closed under complemen-
tation by (1.4) since if P 2 M, then P c = (X � Y ) n P where both X � Y and P
are inM. Finally,M is closed under countable unions since if fPng1n=1 �M, then

1[
n=1

Pn =
1[
n=1

fP1 [ P2 [ ::: [ Png 2 M;

since the latter union is monotone and P1 [ P2 [ ::: [ Pn 2 M for each n � 1 by
(1.4).

In particular, we have proved thatM is a �-algebra containing the measurable
rectangles. Since A � B is the smallest such we obtain A � B � M, which when
combined with (1.1) gives A� B =M.

Definition 28. Given a function f : X � Y ! C (or [0;1]), and a point
x 2 X, we de�ne the slice function fx : Y ! C (or [0;1]) by

fx (y) = f (x; y) ; y 2 Y:
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Similarly, for y 2 Y , we de�ne the slice function fy : X ! C (or [0;1]) by

fy (x) = f (x; y) ; x 2 X:

Finally, for E 2 P (X � Y ), we de�ne the slices Ex and Ey by

Ex = fy 2 Y : (x; y) 2 Eg ; x 2 X;
Ey = fx 2 X : (x; y) 2 Eg ; y 2 Y:

Note that
(�E)x = �Ex and (�E)

y
= �Ey .

Theminimality of the product �-algebraA�B turns out to imply that measurability
of f (x; y) with respect to A�B is passed on to measurability of the slice functions
fx and fy with respect to B and A.

Theorem 60. Let f be A�B-measurable on X �Y , and let E 2 A�B. Then
(1) for every x 2 X, fx is B-measurable on Y , and Ex 2 B;
(2) for every y 2 Y , fy is A-measurable on X, and Ey 2 A.

Proof : Let V be an open set in C (or [0;1]) and let G = f�1 (V ). Then

(fx)
�1
(V ) = fy 2 Y : (x; y) 2 Gg = Gx:

Now let
C = fF 2 A� B : Fx 2 B for all x 2 Xg :

Since B and A�B are �-algebras, it follows easily that C is a �-algebra. Moreover,
if F = A � B is a measurable rectangle, then Fx =

�
B if x 2 A
; if x 2 Ac , and so

C is a �-algebra that contains all the measurable rectangles. We conclude that
C = A � B. Since G 2 A � B = C, we have (fx)�1 (V ) = Gx 2 B for all x 2 X,
which shows that fx is B-measurable for all x 2 X. In particular, �Ex = (�E)x is
B-measurable and Ex 2 B for all x 2 X. Similarly, fy is A-measurable and Ey 2 A
for all y 2 Y .

2. Product measures

Let � be a positive measure on (X;A), and let � be a positive measure on
(Y;B). In this section we consider the equality of the two natural candidates for
de�ning a product measure �� � on A� B, namely for E 2 A� B,

(2.1)
Z
X

�Z
Y

(�E)x (y) d� (y)

�
d� (x) and

Z
Y

�Z
X

(�E)
y
(x) d� (x)

�
d� (y) :

We note that Theorem 60 shows that the functions (�E)x and (�E)
y are measurable,

and hence that the inner integrals
R
Y
(�E)x (y) d� (y) and

R
X
(�E)

y
(x) d� (x) in

(2.1) exist for all x and y. But we don�t yet know that the functions

x!
Z
Y

(�E)x (y) d� (y) and y !
Z
X

(�E)
y
(x) d� (x)

are measurable, and so we can�t yet make sense of the iterated integrals in (2.1).
However, even when we can make sense of both iterated integrals, they may

not be equal! For example, if � is Lebesgue measure on (R;L1), and � is counting



146 10. PRODUCT INTEGRATION AND FUBINI�S THEOREM

measure on (R;P (R)), and E = f(x; x) : 0 � x � 1g is a diagonal segment in R2 =
R� R, thenZ

X

�Z
Y

(�E)x (y) d� (y)

�
d� (x) =

Z
[0;1]

f1g d� (x) = 1 � 1 = 1;

and Z
Y

�Z
X

(�E)
y
(x) d� (x)

�
d� (y) =

Z
[0;1]

f0g d� (y) = 0 � 1 = 0:

The following theorem resolves these di¢ culties when the measures � and � are

both �-�nite, i.e. X =
�S1
i=1Xi with � (Xi) < 1 for all i, and Y =

�S1
j=1Yj with

� (Yj) <1 for all j. The proof will use the Monotone and Dominated Convergence
Theorems in conjunction with Theorem 59 on monotone classes.

Theorem 61. Let (X;A; �) and (Y;B; �) be �-�nite measure spaces, and let
E 2 A� B. Then

' (x) �
Z
Y

(�E)x (y) d� (y) = � (Ex) ; x 2 X;

is A-measurable, and

 (y) �
Z
X

(�E)
y
(x) d� (x) = � (Ey) ; y 2 Y;

is B-measurable. Moreover, we have the equalityZ
X

' (x) d� (x) =

Z
Y

 (y) d� (y) :

Proof : If both measures � and � were �nite, we could use the Monotone and
Dominated Convergence Theorems to show that the class of all sets E 2 A � B
that satisfy the conclusions of the theorem, is a monotone class containing the
elementary sets. We could then apply Theorem 59 to complete the proof of the
theorem. Since the measures � and � are only �-�nite, we must be a bit more
careful.

Let C be the class of all sets E 2 A � B that satisfy the conclusions of the
theorem. We claim that C has the following four properties:

(1) Every measurable rectangle A�B 2 A� B belongs to C,
(2) If fEng1n=1 is a nondecreasing sequence of sets in C, i.e. En � En+1 for

all n � 1, then E �
S1
n=1En 2 C,

(3) If fEng1n=1 is a pairwise disjoint sequence of sets in C, i.e. Em \ En = ;
for all m;n � 1, then E �

S1
n=1En 2 C,

(4) Suppose that A�B is a measurable rectangle with � (A) <1 and � (B) <
1. Then if fEng1n=1 is a nonincreasing sequence of sets in C, i.e. En �
En+1 for all n � 1, and if A�B � E1, then E �

T1
n=1En 2 C.

With these four properties established for C, it is easy to �nish the proof of the
theorem. Indeed, we simply de�ne

M� fE 2 A� B : E \ (Xi � Yj) 2 C for all i; j � 1g ;
where Xi and Yj are as in the de�nition of �-�niteness of X and Y . Properties (2)
and (4) show that M is a monotone class. Properties (1) and (3) show that the
elementary sets E are contained inM. Theorem 59 now shows thatM = A � B,
and the theorem is proved.
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So it remains only to establish properties (1) through (4) for the class C. If
E = A�B, then

(�E)x (y) = �A (x)�B (y) = (�E)
y
(x) ;

is B-measurable for each x, and A-measurable for each y, and so

' (x) =

Z
Y

�A (x)�B (y) d� (y) = � (B)�A (x) is measurable;

 (y) =

Z
X

�A (x)�B (y) d� (x) = � (A)�B (y) is measurable;Z
X

' (x) d� (x) = � (A) � (B) =

Z
Y

 (y) d� (y) :

This establishes property (1).
To prove property (2), we let 'n and  n correspond to En in the same way

that ' and  correspond to E above. We are assuming that 'n and  n satisfy the
conclusions of the theorem, so they are both measurable andZ

X

'n (x) d� (x) =

Z
Y

 n (y) d� (y) ; n � 1:

Since the sequence of sets En is nondecreasing, the sequence of functions 'n is
nondecreasing, and so is the sequence of functions  n. The Monotone Convergence
Theorem applied twice givesZ

X

' (x) d� (x) = lim
n!1

Z
X

'n (x) d� (x)

= lim
n!1

Z
Y

 n (y) d� (y) =

Z
Y

 (y) d� (y) :

This completes the proof of property (2).
Property (3) is obvious for �nite pairwise disjoint unions, and the general case

then follows using property (2).
Finally, the proof of property (4) is similar to that of property (2), except

that we can use the Dominated Convergence Theorem instead of the Monontone
Convergence Theorem because both � (A) and � (B) are �nite.

We can now de�ne the product measure �� � on A�B that is associated with
� and �.

Definition 29. If (X;A; �) and (Y;B; �) are �-�nite measure spaces, and if
E 2 A� B, de�ne
(2.2)

�� � (E) =
Z
X

�Z
Y

(�E)x (y) d� (y)

�
d� (x) =

Z
Y

�Z
X

(�E)
y
(x) d� (x)

�
d� (y) ;

where the equality of the two iterated integrals follows from Theorem 61.

Corollary 14 applied twice shows that ��� is a positive measure on (X � Y;A� B),
and it is of course �-�nite. With the de�nition of product measure in hand, we are
more than half way to proving the equality of iterated integrals in Fubini�s theorem.
Indeed, taking �nite sums of scalars times indicator functions in (2.2) shows that

(2.3)
Z
X

�Z
Y

f d�

�
d� =

Z
X�Y

f d (�� �) =
Z
Y

�Z
X

f d�

�
d�;
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for all simple functions f . Five applications of the Monotone Convergence Theorem
then show that (2.3) holds for nonnegative measurable f . The integrals on the far
left and far right in (2.3) are called iterated integrals, and the integral in the middle
is called a double integral. In the next section we give a precise and more general
statement, along with a detailed proof. The cases where f is [0;1]-valued and
C-valued are treated separately.

3. Fubini�s theorem

Theorem 62. Let (X;A; �) and (Y;B; �) be �-�nite measure spaces, and let f
be A� B-measurable on the product set X � Y .

(1) If 0 � f (x; y) � 1 for all (x; y) 2 X � Y , and if

' (x) �
Z
Y

fx (y) d� (y) ; x 2 X;

 (y) �
Z
X

fy (x) d� (x) ; y 2 Y;

then ' is A-measurable and  is B-measurable andZ
X

' d� =

Z
X�Y

f d (�� �) =
Z
Y

 d�:

(2) If f (x; y) 2 C for all (x; y) 2 X � Y , and

'� (x) �
Z
Y

jf jx (y) d� (y) ; x 2 X;

then Z
X�Y

jf j d (�� �) =
Z
X

'� d�;

and so f 2 L1 (�� �) if
R
X
'� d� <1.

(3) If f 2 L1 (�� �) then fx 2 L1 (�) for �-almost every x 2 X, fy 2 L1 (�)
for �-almost every y 2 Y , the functions ' and  de�ned almost everywhere
by

' (x) �
Z
Y

fx (y) d� (y) ; �� a:e: x 2 X;

 (y) �
Z
X

fy (x) d� (x) ; � � a:e: y 2 Y;

are in L1 (�) and L1 (�) respectively, andZ
X

' d� =

Z
X�Y

f d (�� �) =
Z
Y

 d�:

The �rst assertion (1) is often called Tonelli�s Theorem, while the third assertion
(3) is then referred to as Fubini�s Theorem. The point of assertion (2) is that if
at least one of the iterated integrals of jf j is �nite, then f 2 L1 (�� �) and so (3)
holds.

Proof : We �rst prove assertion (1). If E 2 A � B, then Theorem 61 shows
that assertion (1) holds for f = �E . By summing scalar multiples of such indicator
functions, we see that (1) holds for all simple functions f . Now if f is [0;1]-
valued, Proposition 7 shows that there is a nondecreasing sequence fsng1n=1 of
nonnegative simple functions satisfying 0 � sn � sn+1 � f for all n � 1 and
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such that limn!1 sn (x; y) = f (x; y) for every (x; y) 2 X � Y . Since assertion (1)
holds for sn, if we let 'n and  n correspond to sn in the same way that ' and  
correspond to f , then we haveZ

X

'n d� =

Z
X�Y

sn d (�� �) =
Z
Y

 n d�; for all n � 1:

We now apply the Monotone Convergence Theorem �ve times. Two applications
show that 'n increases pointwise to ', and that  n increases pointwise to  . Three
more applications show that

lim
n!1

Z
X

'n d� =

Z
X

' d�;

lim
n!1

Z
X�Y

sn d (�� �) =

Z
X�Y

f d (�� �) ;

lim
n!1

Z
X

 n d� =

Z
X

 d�;

and this completes the proof of assertion (1).
Assertion (2) is an immediate consequence of applying assertion (1) to jf j.
Finally, assertion (3) is easily reduced to the case that f is real-valued. As-

sertion (1) then applies to both the positive f+ and negative f� parts of f to
give Z

X

'� d� =

Z
X�Y

f� d (�� �) =
Z
Y

 � d�;

where '� and  � correspond to f� in the same way that ' and  correspond to
f . Now we add the two equations corresponding to � to obtain thatZ

X

j'j d� =
Z
X�Y

jf j d (�� �) =
Z
Y

j j d�:

Thus the functions '�; f�;  � are �nite almost everywhere, and all have �nite
integral. Thus we can take the di¤erence of the two equations corresponding to �
to obtain Z

X

' d� =

Z
X�Y

f d (�� �) =
Z
Y

 d�:

Note that the indeterminate expression 1�1 will only arise on sets of measure
zero in the di¤erences taken above. This completes the proof of Fubini�s theorem.

The next two examples show that assertion (3) of Fubini�s theorem may fail if

� f is not integrable, even if all other hypotheses hold,
� f is not A� B-measurable, even if all other hypotheses hold.

Example 7. Even if X and Y are �nite measure spaces, f is A�B-measurable,
and both iterated integrals for f exist, it may happen that the iterated integrals are
not equal, due to the fact that f fails to be integrable. For example, let X = Y =
[0; 1), let � = � be Lebesgue measure on [0; 1), and de�ne f by

f (x; y) =
1X
n=1

n
2n+1�[ 1

2n+1
; 1
2n )

(x)� 2n�[ 12n ; 1

2n�1 )
(x)
o
2n�[ 12n ;

1

2n�1 )
(y) :
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Then if x 2
�
1
2 ; 1
�
, we have fx (y) = �4�[ 12 ;1) (y) and

R
fx (y) dy = �2, while if

x 2
�

1
2n+1 ;

1
2n

�
for some n � 1, then

fx (y) = 2
n+12n�[ 12n ;

1

2n�1 )
(y)� 2n+12n+1�[ 1

2n+1
; 1
2n )

(y) ;

and
R
fx (y) dy = 0. Altogether we haveZ �Z

fx (y) dy

�
dx =

Z
[ 12 ;1)

(�2) dx+
1X
n=1

Z
[ 1

2n+1
; 1
2n )

0dx = �1:

On the other hand, we have
R
fy (x) dx = 0 for all y 2 [0; 1) and soZ �Z
fy (x) dx

�
dy =

Z
0dy = 0:

Example 8. Even if X and Y are �nite measure spaces, and both iterated
integrals exist for a nonnegative bounded function f , it may happen that the iterated
integrals are not equal, due to the fact that f fails to be A � B-measurable. For
example, let both (X;A; �) and (Y;B; �) be Lebesgue measure on [0; 1]. Assume the
axiom of choice, and in addition the continuum hypothesis, which asserts that the
cardinality of the real numbers is the �rst uncountable cardinal. Then there is a
one-to-one mapping

� : [0; 1]! X n f!1g ;
where (X;�) is the well-ordered set whose last element is the �rst uncountable
ordinal !1. See the fourth instance of a measure space in Example 4 near the
beginning of Chapter 6. We note in passing that Cohen�s famous theorem shows that
the continuum hypothesis is independent of ZFC set theory, the Zermelo-Fraenkel
axioms together with the axiom of choice. Now de�ne

E �
n
(x; y) 2 [0; 1]2 : � (x) � � (y)

o
:

Recall that there are at most countably many predecessors of � for any � 2 Xnf!1g.
Thus for each x 2 [0; 1], the slice Ex contains all but at most countably many of the
points in [0; 1], and so is Borel measurable with measure 1. Also, for each y 2 [0; 1],
the slice Ey contains at most countably many of the points in [0; 1], and so is Borel
measurable with measure 0. Thus the iterated integrals of �E both exist and we
compute that Z

[0;1]

 Z
[0;1]

(�E)x (y) dy

!
dx =

Z
[0;1]

1dx = 1;

Z
[0;1]

 Z
[0;1]

(�E)
y
(x) dx

!
dy =

Z
[0;1]

0dy = 0:

4. Exercises

Exercise 20. Suppose f : R2 ! R is such that every section fx is Borel
measurable on R, and every section fy is continuous on R. Prove that f is Borel
measurable on R2. Recall that fx : R! R and fy : R! R are de�ned by fx (y) =
f (x; y) = fy (x).
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