
TRENDS in Ecology & Evolution Vol.17 No.7  July 2002

http://tree.trends.com      0169-5347/02/$ – see front matter © 2002 Elsevier Science Ltd. All rights reserved. PII: S0169-5347(02)02502-8

334 Review

David J.D. Earn*

Dept of Mathematics and
Statistics, McMaster
University, Hamilton,
Ontario, Canada  L8S 4K1.
*e-mail:
earn@math.mcmaster.ca

Jonathan Dushoff

Simon A. Levin

Dept of Ecology and
Evolutionary Biology,
Princeton University,
Princeton, 
NJ 08544-1003, USA.

We have all had the flu and we would rather not have
it again. Unfortunately, no matter how many times
we have battled the high fever, aches and fatigue, we
might be unable to escape infection in the next ‘flu
season’. Annual flu epidemics are an important cause
of mortality, particularly for the elderly and those
with chronic illness; and severe flu pandemics – three
of which have occurred in the past century – can
threaten the lives of even the healthiest individuals.
These issues, which represent enormous medical and
public health challenges, have deep ecological and
evolutionary significance that is only beginning to be
appreciated and explored.

What is the flu?

Influenza (flu) is a respiratory infection in mammals
and birds. It is caused by an RNA virus in the family
Orthomyxoviridae. The virus is divided into three 
main types (A, B and C), which are distinguished by
differences in two major internal proteins [1] (Fig. 1).
Influenza virus type A is the most significant
epidemiologically and the most interesting from an
ecological and evolutionary standpoint, because it is
found in a wide variety of bird and mammal species
and can undergo major shifts in immunological
properties. Type B is largely confined to humans and
is an important cause of morbidity. Little is known
about type C, which is not an important source of
morbidity. Influenza A is further divided into
subtypes based on differences in the membrane
proteins hemagglutinin (HA) and neuraminidase
(NA), which are the most important targets for the
immune system. The notation HhNn is used to refer
to the subtype comprising the hth discovered HA
protein and the nth discovered NA protein. There are
currently two subtypes circulating in humans: H1N1
and H3N2. Subtypes are further divided into strains;
each genetically distinct virus isolate is usually
considered to be a separate strain.

Surprisingly little is known about the
transmission of flu, and the importance of airborne
transmission relative to droplet transmission
remains controversial. However, it seems difficult 

Influenza (flu) is a common infectious disease, but it is unusual in that the primary

timescales for disease dynamics (epidemics) and viral evolution (new variants) are

roughly the same. Recently, extraordinarily reliable phylogenetic reconstructions

of flu virus evolution have been made using samples from both extant and extinct

strains. In addition, because of their public health importance, flu epidemics have

been monitored throughout the period over which the phylogenetic trees extend.
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mathematical and computational models that elucidate many properties of

multistrain systems. In the future, to unravel and interpret the complex

interactions between ecological and evolutionary forces on flu dynamics, the

documented evolution of the virus must be related to the observed population

dynamics of the disease. New theoretical insights are also required to simplify

model structures and facilitate predictions that can be tested with accessible data.
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to explain the sometimes explosive spread of 
flu epidemics without some role for airborne
transmission [2]. Schulman and Kilbourne [3]
performed one of the few controlled experiments of flu
transmission, using mice as a model, and concluded
(using only four data points) that airborne
transmission was positively correlated with low
humidity and low rates of airflow. Other (unorthodox)
theories about flu transmission are reviewed by
Hope-Simpson [4]. After initial infection, individuals
incubate the virus for roughly one to three days before
becoming infectious. Infectiousness can precede
clinical disease by approximately one day. The
infectious period is typically three to six days,
whereas the duration of the disease is typically 
two to seven days [5].

Most individuals recover from flu and are believed
to retain lifelong immunity to strains closely related
to the infecting strain. Support for this is found in the
1977 re-emergence of H1N1, which was absent in
human populations from 1957 to 1977 (a laboratory
accident might have been the origin of the
reintroduction of this subtype [6]). H1N1 strains
collected in 1957 and 1977 were nearly identical, 
both antigenically and genetically, and the majority 
of illness occurred in individuals younger than

20 years [7], presumably because most older
individuals retained H1N1 immunity from the 1950s.

The burden of flu

Flu is an underrated disease. Perhaps because it is 
a recurrent disease with which we are all familiar,
and from which we usually recover naturally [8], it
does not hold the terror of AIDS, tuberculosis or
malaria. Yet it is a major contributor to mortality 
and morbidity throughout the world.

The World Health Organization (WHO) estimates
that respiratory infections killed more than four
million people in 1999 [9], making them the most
dangerous category of infectious disease. Flu
contributes to many of these deaths, but calculating
how much mortality is caused directly and indirectly
by flu has proven to be difficult [10]. There are several
reasons for this, including: (1) flu predisposes
individuals to potentially fatal secondary infection
with bacterial pathogens; (2) flu or bacterial
superinfections kill in conjunction with other
diseases, such as chronic cardiopulmonary conditions
[10]; and (3) other respiratory infections, particularly
those caused by respiratory syncytial virus (RSV), 
are probably often mistaken for flu. Estimating the
number of excess deaths (deaths above a baseline
death rate) caused by flu is commonly done using
correlations between seasonal patterns of flu and
mortality data and is an active research area [11–13].

It should be noted that flu causes or contributes to
death mostly among elderly people and thus leads to
the loss of fewer years of life than might be implied by
these high mortality estimates. However, flu poses 
a very real threat to people of all ages with various
chronic medical conditions, and flu pandemics can
cause heavy mortality in all age groups [14].

Flu ecology

Flu has probably coexisted with humans for more
than 400 years [10]. Flu pandemics have had a
substantial effect on human mortality. This is evident
in Fig. 2, which shows infectious disease mortality in
the USA from 1900 to 1996. The large spike is due to
the Spanish flu pandemic of 1918–1919. (By contrast,
the pandemics of 1957 and 1968 caused widespread
morbidity but much less mortality.)  The upturn in
mortality starting in 1980 is due primarily to HIV 
but is also the result of respiratory infections in the
increasing number of elderly people [15].

In spite of the impact of pandemics, the cumulative
morbidity and mortality burden of flu is dominated by
regular epidemics. By contrast with excellent time
series available for some other diseases (e.g. measles
and rubella), incidence data for flu are generally not
available because there is no reporting requirement
for flu in most countries, and the disease is easily
confused with other respiratory infections.

Nevertheless, there are several sources of data
that provide information about flu population
dynamics (changes in the prevalence of flu infection):
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Fig. 1.Schematic
representation of an
influenza A virus virion (the
extracellular infective form
of the virus). Each of the
eight strands of RNA is
labelled with the protein or
group of proteins for which
it is known to code, and
some important protein
functions are indicated. 
The genome of type B also
comprises eight strands 
of RNA, whereas type C 
has seven strands [1,57]. 
Types A and B can be
distinguished by
differences in the internal
proteins NP (nucleoprotein)
and M1 (one of the matrix
proteins denoted together
by M on strand 7). In total,
the eight segments of
influenza A RNA encode
11known gene products,
including the recently
discovered PB1-F2 protein
[58]. The surface proteins
HA (hemagglutinin) and
NA(neuraminidase) are 
the principal targets of the
humoral immune response
(i.e. the response involving
antibodies). Subtypes of
influenza A are
distinguished by
differences in HA and NA.
[Adapted from [59].
Copyright (2001) American
Association for the
Advancement of Science.]
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Fig. 2. Annual crude
mortality rates in the USA
from 1900 to 1996 (from all
causes, solid line; from
infectious diseases,
dotted line). The great flu
pandemic of 1918 is very
evident, even in the curve
showing deaths from all
causes. Publication of US
annual mortality statistics
began in 1900. The area of
the USA in which deaths
were registered expanded
over time until it included
all states in 1934. 
Mortality before 1934 is
underestimated. [Adapted
from [15]. Copyright
(1999) American Medical
Association.]



(1) the monthly records of mortality attributed to
pneumonia and influenza (P&I deaths), which have
been kept in several countries; (2) weekly records 
of influenza-like illness (ILI) on a five-point scale,
estimated by sentinel physicians around the world
and compiled by the WHO since 1995; and (3) weekly
laboratory-confirmed cases of flu by type (or subtype).
Unfortunately, except for mortality data, these data
have very limited spatiotemporal coverage.

As an example of the sort of data available, Fig. 3a
shows monthly P&I deaths in the USA from 1910 to
1998, the dominant feature of which is the annual
cycle. Figure 3b shows a comparison between ILI,
mortality and case data for the USA in the last

five years. The strong correlations among these three
measures suggest that they are also well correlated
with genuine flu incidence. Figure 3c compares 
data from the UK and Australia, showing that flu
epidemics in the Northern and Southern hemispheres
are about six months out of phase; this suggests a
climatic influence on flu transmission, but the
epidemic phase shift might result from the timing 
of school terms. Finally, Fig. 3d shows patterns of
relative prevalence of the three major groups of
strains in the UK over the past few years and
indicates that epidemics of each influenza A subtype
do not necessarily occur every year.

Aside from the obvious annual cycle, the monthly
mortality records can be used to identify longer period
incidence patterns, as are common in childhood
diseases such as measles [16]. Unfortunately, such
patterns can be masked by the noisy process of
inferring flu incidence from P&I deaths. The situation
might improve as longer time series of laboratory
confirmations become available.

Flu evolution

The flu virus is unusual in that it continuously undergoes
immunologically significant evolution: a flu infection
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Fig. 3. Flu ecology. (a) Monthly mortality attributed to pneumonia and influenza (P&I deaths) in the USA
in the 20th century. The inset plot shows the period 1910–1930 on a much larger scale, revealing the
magnitude of the three peaks that extend beyond the top of the main panel: 1918–1919, 1919–1920 and
1928–1929. As in Fig. 2, mortality before 1934 is underestimated. (b) Weekly measures of flu incidence in
the USA in the last five years: P&I mortality in 122 cities (black curve), laboratory-confirmed cases (red
curve), and influenza-like illness (ILI activity) on a five-point scale from 0 to 4 (yellow shading). (c) Weekly
laboratory-confirmed cases in the UK (red curve) and Australia (blue curve) in the last five years. (d) Weekly
patterns of relative prevalence of the three major groups of strains in the UK in the last five years (H1N1,
blue curve; H3N2, red curve; B, cyan curve). (d) gives a limited impression of the level of aggregation of
data in (a–c). The coarsest data are those in (a), where the monthly records span periods during which
different subtypes of influenza A have been present in human populations: 1918–1957 (H1N1), 1957–1968
(H2N2), 1968–1977 (H3N2), 1977-present (both H1N1 and H3N2). Data sources: [60], US CDC 122 cities data
base (http://www.cdc.gov/epo/dphsi/121hist.htm), WHO FluNet database (http://oms.b3e.jussieu.fr/flunet/).



brings lasting immunity to the infecting strain, but most
people are susceptible to a new circulating strain of flu
within a few years of infection. Both influenza A and B
show what is known as drift evolution: a high rate of
viable, immunologically significant mutations.  This
means that they can drift away from recognition by
the immune system by changing the properties of
antigenic sites that the immune system must recognize
to suppress flu, particularly on the HA protein.

Patterns of change suggest that evolutionary
modifications of antigen properties occur rapidly. For
sites involved in antigen determination, nucleotide
substitutions that change the amino acid are more
frequent than synonymous substitutions [17,18],
whereas the rest of the sites show the more common
pattern of primarily synonymous variation. Thus, the
evolution of the virus seems to be strongly influenced
by selection for new antigenic variants to escape
immune system recognition.

Recent developments in molecular biology and
computation have made it possible to produce
remarkable phylogenetic reconstructions of flu
evolution [19,20], and the sequence data are now
publicly available [21]. A striking and poorly understood
result from phylogenies of the H3N2 subtype (Fig. 4)
is that evolution seems to follow a single track over
the long term: at every branching point, it seems that
one branch is destined for extinction.

Figure 4 shows that the timescale for significant
drift evolution in influenza A is on the order of a year,
comparable to the interepidemic interval (the vertical
lines in Fig. 4 indicate the range of isolates each year).
The population dynamics and evolution of this
pathogen thus appear to be inextricably interlinked.

Influenza A, but not influenza B, also undergoes
dramatic antigenic changes, known as shifts. Shifts are
probably caused by reassortment between different
strains of flu within a single host. Different subtypes
resulting from shifts are categorized based on the
characteristics of their HA and NA proteins, which are
encoded by separate segments of the viral RNA genome.

Antigenic shifts probably result from combinations
of segments from viruses circulating in the human
population and segments from avian viruses. Flu is
endemic and tremendously diversified in aquatic
birds, which are believed to be a reservoir for new
variants that are transmitted to other birds and
mammals [22]. It has also been proposed that pigs
might be important in facilitating such shifts, since it
is known that both avian and human viruses grow
well in pigs under certain conditions [23,24]. It has
recently been established that avian flu viruses 
can infect humans without passage through an
intermediate host and without acquiring gene
segments from human flu viruses. In 1997, 18 people
(six of whom died) were infected with avian H5N1
virus, and in 1999 two people were infected with
avian H9N2 virus [25]. Neither of these avian viruses
turned out to be directly transmissible among
humans, but these events heighten anticipation of
future shifts in human flu viruses.

There were three major antigenic shifts in the
20th century, and Webster [22] estimates that there
have been 10 to 20 pandemics (presumably because 
of shifts) in the past 250 years. The Spanish flu
pandemic in 1918 was apparently caused by the
reappearance of human flu with subtype H1N1; recent
and current work on archival autopsy tissue of two
victims and lung tissue from a third victim who was
interred in permafrost is revealing the entire genetic
sequence of the 1918 virus [26–29]. Antigenic shifts
have since occurred in 1957 (Asian flu), when the
H2N2 subtype appeared, and in 1968 (Hong Kong flu),
when H3N2 appeared. An H1N1 virus closely
resembling the pre-1957 virus reappeared in 1977, and
since then both H1N1 and H3N2 have co-occurred in
human populations. The huge potential effects of these
shifts (such as 20–40 million deaths in 1918–1919)
have motivated much of the research on the virus.
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Fig. 4. Flu evolution. Maximum parsimony phylogenetic reconstruction of the evolution of the
HA1 domain of the H3N2 subtype of influenza A since 1985. The thick line running from the lower 
left (* = root) to the upper right (open square) is called the trunk and represents the successful
H3N2 lineage. The vertical lines indicate the range of isolates from each flu year (1 October to
30 September). [Reprinted from [20]. Copyright (1997) National Academy of Sciences, USA.]



Interventions

A vaccine for flu was first tested in 1935–1936, only
two years after the virus was isolated from humans;
large-scale trials were first conducted in the early
1940s, and the vaccine has been recommended for
general use since the early 1960s [30]. Because the
virus evolves so quickly, a new vaccine must be
designed and distributed each year. At present, 
in most of the world, vaccination makes use of a
trivalent inactived vaccine (TIV) cultured in chicken
eggs [31]. The trivalent vaccine is composed of three
strains: one of influenza B, one of influenza A subtype
H1N1, and one of influenza A subtype H3N2.

Annual vaccination is currently strongly
recommended in the USA for people in defined risk
groups (mostly elderly people, pregnant women 
and people with certain chronic conditions). It is
additionally recommended for people in close contact
with those in high-risk groups, and it is considered
appropriate for anybody who wants to be protected
against flu [31,32]. The USA Center for Disease Control
(CDC) has set goals of vaccinating high proportions of
elderly people and others in high-risk groups [32,33].

The WHO recommends the composition of the
vaccine for the Northern Hemisphere flu season
(November to April) the previous February and allows
a similar lead time for preparation of the vaccine for
the Southern Hemisphere winter [34]. The lead time
is necessary to culture the vaccine but entails some
risk of antigenic change in the virus in the meantime
[35]. Owing to the long preparation time and varying
efficacy of TIV [8], work is underway on a wide variety
of other possible preparations, the most promising of
which is a cold-adapted live attenuated vaccine [31].

Recent work shows that the efficacy of flu vaccines
can depend critically on an individual’s vaccination and
infection history, because antibodies from previous
exposures can inhibit the effect of current vaccines.
This has potentially important implications for

selection of vaccine strains [36]. Other recent findings
suggest that it might be important to vaccinate
individuals who are not at serious risk themselves; in
particular, immunizing schoolchildren might reduce
flu transmission sufficiently to protect the general
population, including those at high risk [13].

There are four drugs that have been approved to
fight flu: amantadine and rimantadine, which inhibit
the M2 protein, preventing the activation of the viral
genetic material; and zanamivir and oseltamivir,
which inhibit the action of NA, preventing new virus
from leaving the infected cell. The M2 inhibitors are
known to induce serious resistance and have important
side effects on the gastrointestinal and central nervous
systems. Less is known about the NA inhibitors, which
were first approved in 1999 for use in the USA. Both
the M2 inhibitors and the NA inhibitors can be used
prophylactically. Anti-influenza drugs are an active
area of research, with a wide variety of potential
targets being investigated [32,37].

Modelling flu

Mathematical modelling has contributed
significantly to our understanding of the
epidemiology of infectious diseases [38] and is
beginning to have a substantial impact on research 
at the immunological and molecular levels [39].
Epidemiological models allow us to investigate
hypotheses about the mechanisms responsible for
epidemics and to reject hypotheses that yield
predictions inconsistent with documented epidemic
patterns. Early analyses provided fundamental
insights about thresholds for disease spread [40] and
the shape of epidemic curves [41], whereas more
recent work has elucidated effects of heterogeneity 
in age, genetics, social and spatial structure, and
strategies for eradication and control [38].

For viral and bacterial respiratory infections, the
dominant epidemiological modelling framework has
been the box model [38], in which the host population
is divided into compartments according to infection
status (Box 1). For a variety of childhood diseases, 
the standard susceptible–infectious–recovered (SIR)
model [38] and simple variations [42] are adequate to
explain many features of real epidemic time series.
For flu, it seems impossible to avoid a much greater
degree of model complexity.

The primary obstacle to simple compartmental
modelling of flu is antigenic drift. Strains are usually
divided into what we will call variants, which are
assumed to be immunologically distinct (modellers
often call these variants ‘strains’, which can lead to
confusion). Susceptibility to a given variant will
depend on a person’s history of infection with all of 
the variants in a given subtype. To capture complete
immunological histories for a model with variants 
of one subtype, it would be necessary to divide the
population into more than compartments [43]
(Box 2). Even for modest numbers of variants, the
problem becomes analytically and computationally

n2

n

TRENDS in Ecology & Evolution Vol.17 No.7  July 2002

http://tree.trends.com

338 Review

In the standard SIR model for infectious diseases, individuals are categorized
according to infection status: susceptible (S), infectious (I ) or recovered and
immune (R). A formal model is obtained by specifying rates of flow among the
three categories. The usual equations are (Eqn I–III) [a]

[Eqn I]

[Eqn II]

[Eqn III]

where the parameters are birth rate (ν), total population size (N), transmission rate
(β), death rate (µ) and recovery rate (γ). The most common extension of the model
is to allow a delay between inoculation and infectiousness (a latent period) by
adding an ‘exposed’ (E) compartment. This is generally not done for flu, because
other factors are considered to be much more important (Box 2).

Reference

a Anderson, R.M. and May, R.M. (1991) Infectious Diseases of Humans: Dynamics and
Control, Oxford University Press

R
dt
dR µγ −= I

II
I

)( µγβ +−= S
dt
d

SN
dt
dS

)( µβν +−= I

Box 1. The basic SIR model



intractable. Furthermore, the implicit assumption 
of deterministic modelling – that there are a large
number of individuals in each compartment – becomes
ridiculous in cases where the number of compartments
exceeds the total number of individuals.

A variety of approaches have been used to
circumvent this difficulty. Andreasen et al. [44],
following previous work by Pease [45], have used
models where variants are constrained to evolve
along a straight-line path (with further simplifying
assumptions) to estimate drift rates. Gupta and
others [46,47] have used a simple allele structure, and
the assumption that cross-immunity affects only
transmission (not infection), to reduce dimensionality
and analyse coexistence and dynamics in multivariant
models. Andreasen et al. [43] and Lin et al. [48] have

also made use of symmetries in the equations to analyse
unsimplified systems with a handful of variants.

It will be not be easy to produce more realistic
models of flu drift that take into account the
appearance of new variants, the complex geometry 
of the interactions between envelope proteins and 
the immune system [49], and the mechanisms of
cross-immunity [36]. One possible avenue is through
individual-based models [50], which have the
capability to incorporate many relevant features, but
at the cost of analytic intractability. Another approach
would be the application of the technique of moment-
closure, which has recently been applied to several
different ecological questions [51–53] to simplify
models; this method can be used to develop
approximate dynamical equations for the mean,
variance and higher moments of observable quantities.

Few attempts have been made to model the spatial
spread of flu. Rvachev and Longini [54] modelled
spatial spread on a global scale, whereas Bonabeau
et al. [55] have recently modelled spatial epidemic
patterns in France. Much more can be done, but it
might be necessary to wait for better spatial data to
accumulate before proceeding.

Conclusions

Many questions about the flu remain (Box 3), in part
because of a lack of data and the overwhelming
complexity of models. Data collection and accessibility
are improving, but more precise data are needed to
allow us to uncover some of the most pressing mysteries
of the flu. As a start, it would help enormously if
confirmatory testing of cases of influenza-like illness
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To extend the susceptible–infectious–recovered (SIR) model (Box 1) 
to multiple variants, it is necessary to keep track of large amounts of
information. Andreasen and co-workers [a,b] used set notation to keep
track of infection histories. To get a flavour for this formalism, we consider
the equation for the dynamics of just one class, the individuals SJ who
have been infected with (or vaccinated against) a set of variants J, but
who are susceptible to all other variants.

One must account for all of the ways in which individuals can enter or
leave the class SJ. In particular, for each variant k in the set J, one must
keep track of all classes (comprising individuals who have been
infected with all variants in J except k, and currently are infected with k).
It is these individuals whose recovery (at rate γ, which might depend on
the variant) will provide the new members of SJ. Similarly, individuals
infected with variant can infect susceptible individuals and remove
them from class SJ, at a rate modified by the factor (reflecting
immunological cross-reaction between l and the variants in J).

If the overall force of infection [c] of variant l is written Λl, then the
dynamics of the class SJ follow (Eqn I)

[Eqn I]

where µ is the natural mortality rate, as in Box 1. Various assumptions
can be made about how cross-reactivity works (through Λl, through ,
or both [a,d]).

Similar equations must also be constructed for the infectivity classes.
In spite of the complexity of this system, methods have been developed
that yield the various equilibria of the resulting high-dimensional system
recursively and reveal the potential for periodic and complicated dynamics
[a,b]. Gupta and co-workers [d] have elucidated the importance of such

phenomena, especially concerning the organization of the strains into
‘quasi-species’ – collections of variants that interact strongly with each
other dynamically and (especially) evolutionarily and much more weakly
with other quasi-species (the notion of quasi-species is discussed in [e,f]).

A key problem with the multivariant formalism is that it is not clear
how to measure cross-reactivity, that is, how to determine the values 
of the parameters . Immunological assays (e.g. hemagglutination
inhibition experiments) could provide some insight into the strength 
of cross-reactivity in relation to genetic distances [g]. However, cross-
immunity is in effect an epidemiological relation and must be inferred
ultimately from population studies, which are sparser and less
transparent sources of data.
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Box 2. Multi-variant SIR models

In spite of considerable progress in understanding the cellular and molecular
biology of flu viruses and recent advances in phylogenetics, some of the most basic
ecological and evolutionary questions about the flu remain:
• What makes the disease so strongly seasonal?
• How important is inter-hemispheric transmission versus over-summer carry-over?
• How do strain structure and patterns of cross-reactivity self-organize over

evolutionary time (e.g. into quasi-species), and how does this organization feed
back to affect dynamics?

• Why do drifting subtypes persist and yet not diverge?
• What factors most strongly influence when new pandemics will occur, and what

causes some (e.g. that of 1918) to be so lethal?
• What are the mechanisms of interaction between subtypes: why have there been

two apparent exclusions (H1N1 → H2N2 and H2N2 → H3N2) and one case of
coexistence (H3N2 and H1N1)?

• What are the implications of these issues for vaccination and antiviral drug
strategies, and what are the reciprocal effects of intervention programmes upon
the organization of the viral population?

Box 3. Outstanding questions
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and pneumonia were to become standard practice and
if laboratory-confirmed cases were always subtyped.
Fast (36-h turnaround) flu testing using the
polymerase chain reaction (PCR) is now possible [56],
so the potential exists for tremendous improvements
in the quality of surveillance data. Ideally, we would
want information about the population dynamics 
of variants within each subtype and greater
understanding of the cross-reactivity among strains.

Such data would allow us to test models of drift
evolution and relate them to flu phylogenies (which
tell us little about the abundances of the various
strains each year). Unfortunately, molecular
sequencing is currently extremely costly and time
consuming, so it is likely to be a long time before such
analyses can be done routinely. In the meantime, new
ideas are desperately needed to overcome severe
modelling challenges and data limitations.
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