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For many important Hamiltonian maps (e.g., the standard map) it is possible to construct related mappings that (i) carry 
a lattice into itself; (ii) approach the original map as the lattice spacing is decreased; (iii) can be iterated exactly using integer 
arithmetic; and (iv) are Hamiltonian themselves. We compare these lattice maps to maps that use floating-point arithmetic 
to evaluate the original map. We discuss the problems associated with roundoff error and we argue that lattice maps are 
superior to floating-point maps for the study of the long-term behaviour of Hamiltonian dynamical systems. 

1. Introduction 

The study of dynamics has been revolutionized 
by numerical studies of Hamiltonian maps using 
fast computers. However, most computers retain 
only a fixed number of digits and round real 
numbers to nearby representable numbers at ev­
ery iteration of the map. The errors induced in 
this way can be a serious concern when examin­
ing the long-term behaviour of these maps; the 
cumulative effect of roundoff can lead to dra­
matic alterations in the long-term behaviour of 
the computed trajectories. 

Roundoff error can be avoided by using integer 
arithmetic. A given Hamiltonian mapping H (i.e., 

1 Permanent address. 

a symplectic diffeomorphism) can be replaced by 
another Hamiltonian map H* that maps a lattice 
to itself and approaches H as the lattice spacing 
is decreased. If the new map H* has been suit­
ably defined, and if the initial point is chosen on 
the lattice, integer arithmetic can be used to 
iterate it indefinitely without errors of any sort. 

The use of lattice maps to approximate contin­
uous Hamiltonian maps was pioneered by 
Rannou [24]. Rannou showed that phase portraits 
generated by repeated application of these lattice 
maps are very similar to those produced using 
corresponding floating-point maps, and that the 
similarity is not sensitive to the lattice spacing. 
She also argued that apparently chaotic motion 
observed with lattice maps is equivalent to the 
behaviour of a random mapping on a lattice. 
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Our emphasis is on long-term behaviour. The 
phase portraits after many iterations of floating­
point maps can be very different from those gen­
erated with lattice maps, so the long-term be­
haviour predicted by each method of computa­
tion is not necessarily the same. This concern has 
motivated at least two authors to use lattice maps 
rather than floating-point maps for their research 
[16, 26]. It has also stimulated research into the 
effects of phase space discretization (e.g., ref. 
[23]). 

In this paper we study two simple Hamiltonian 
maps. The first is two-dimensional and the sec­
ond is four-dimensional. Focusing on the long­
term behaviour of orbits, we compare our exact 
results obtained using integer arithmetic with 
those obtained using floating-point arithmetic. We 
also discuss more general 2N-dimensional lattice 
maps and show that they can be used to construct 
an integration scheme for Hamiltonian flows that 
is exactly symplectic. 

2. The standard map 

One of the best known Hamiltonian maps is 
the standard map (e.g., ref. [20]). It can be written 

Xn+I =X,,+Yn+I• 

Y,,+ 1 =y,, + 2~ sin(21Tx,,), (1) 

where K is the stochasticity parameter. This map 
is periodic in both x and y. Modulo 1, it is a 
mapping on the unit square. 

It is not possible to iterate the standard map 
exactly using finite-precision arithmetic. How­
ever, for a small number of iterations the effect of 
roundoff error is probably unimportant. Fig. 1 
shows a plot of the first 2000 points of several 
trajectories computed by applying RE AL* 4 (i.e., 
4-byte floating-point arithmetic with precision 
- r 23 ::::: 10- 7) to (1) with K = 1. At each itera­
tion, the computer finds the equivalent of y 11 + 1 in 
the unit interval, uses this to find x 11 + 1 (mod 1) 
and plots the resulting point on the unit square. 

y 

x 

Fig. 1. A plot of the first 2000 points of 37 trajectories of the 
floating-point version R4 of the standard map with K = I. 
Initial points are marked with a circle, and are listed in 
table I. 

Initially nearby chaotic trajectories separate ex­
ponentially fast, so without careful analysis it is 
not clear that the apparently chaotic trajectories 
in fig. 1 have anything to do with the standard 
map. Even regular trajectories are seriously af­
fected by roundoff in the long term. We are 
interested in very large numbers of iterations so it 
is essential to determine what the bad effects of 
roundoff error are and how they can be avoided. 

In order to be precise, we define R,, to be the 
standard map (1) as computed in RE AL* b float­
ing-point arithmetic on a given computer (in our 
case, a µVAX 3800). The map R,, carries the set 
of representable points (ordered pairs of repre­
sentable numbers) into itself; the representable 
numbers are real numbers of the form 

p 

± L f;2e-i, 
i=l 

(2) 

where P is a fixed integer, e is an integer in a 
fixed range, / 1 = 1, and f; E {O, 1} for all i. For 
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VAX computers, P = 24 and e E { -127, ... , 127} 
in RE AL* 4 arithmetic. We Jet IP' b denote the set 
of b-byte numbers representable in the given 
computer. If ph and kb denote the values of 2ir 
and K/2ir as computed in RE AL *b, then 

= ( x Ell { y Ell [ k 6 ® sin h( p b ® x)] mod 6 1 }mod h 1 ) 

yE!l [k6 ®sin 6(p"®x)] mod 6 1 ' 

x, y representable, (3) 

where ® and EB denote b-byte floating-point 
multiplication and addition, respectively. (Fig. 1 
is strictly a plot of trajectories of R 4 rather than 
the standard map.) When iterating Rh, roundoff 
occurs at each multiplication and addition (in­
cluding reduction modulo 1, which is why we 
write mod 6 ). Additional errors occur in the the 
approximate evaluation of the sine function but 
these can be treated simply as roundoff errors 
also, as we indicate with our notation sin/ 1

• 

Now consider a discrete subset of the plane, 
the lattice Lm with m points per unit vertically 
and horizontally. We shall construct a map from 
Lm to itself that can be iterated exactly using 
integer arithmetic. Letting X = mx and Y = my, 

the standard map can be written 

X,,+1 =X,, + Y,,+1' 

Y,,+ 1 = Y,, + ~K sin(:: X,, ). (4) 

(We are using the notation Lm to denote both 
the lattice with spacing l/m and the lattice with 
unit spacing between points. Thus we view the 
transformation between (x, y) and (X, Y) as pas­
sive, leaving the plane fixed but changing the 
coordinates.) The lattice Lm is not an invariant 
subset of the map (4). However, if we replace 
;~K sin(;,;) with a function Sm(X) that takes 
integer values on lattice points, Lm will be an 

# 
1 Errors in floating-point additions destroy the Hamilto­

nian properties in this map. Other errors are less important. 
See section 5. 

y 
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Fig. 2. Orbits starting at the same 37 initial points as in fig. I, 
calculated using 11000 with K = 1. Every orbit shown is com­
plete, i.e., every point is plotted until the trajectory returns to 
the initial point. 

invariant subset of the new map. We define S,,, 
on the lattice by 

Sm( X) = [ ~ K sin(:; X) J, X an integer, 

(5) 

where square brackets denote the nearest integer 
to the representable number obtained by evaluat­
ing the expression with RE AL *b arithmetic. (Nor­
mally we use b = 8 in evaluating eq. (5). Since we 
always use 4-byte integers, this virtually elimi­
nates the influence of floating-point calculations 
on the definition of the lattice map.) 

From (5) we define the new mapping 

X,,, Y,, integers. ( 6) 

Several trajectories of / 1000 and /50 with stochas­
ticity parameter K = 1 are shown (mod m) in figs. 
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Fig. 3. Orbits of /50 with K = 1 and the same initial points as 
in figs. I and 2. Every orbit shown is complete; different orbits 
are plotted with different symbols. Note that due to the low 
resolution of the lattice L 50 the 37 initial conditions used in 
figs. 1 and 2 give rise to only 31 distinct orbits of ! 50 ; this 
occurs both because some initial conditions are not on the 
lattice L50 , and because some initial conditions lie on the 
same orbit of /50 . 

2 and 3 respectively (note that the reduction 
modulo m can always be done exactly). It is 
interesting that the general structure of phase 
space is preserved for m = 50 and even coarser 
grids. Rannou [24], Smith [26] and Gonczi [13] 
have also investigated lattice versions of the stan­
dard map. 

The map Im approaches the standard map as 
m is increased (if the accuracy of the floating­
point arithmetic used to evaluate the sine is also 
increased at an appropriate rate). Of course, the 
floating-point map Rb also approaches the stan­
dard map as b is increased. However, Im can be 
extended to an area-preserving diffeomorphism 
(see section 5) so it is the restriction of this 
(continuous) Hamiltonian map# 2 to the lattice 

#
2 In the notation of the introduction, H is the standard 

map (I) and H* is the extension of Im to an area-preserving 
diffeomorphism. 

Lm. Since they can be extended to area-preserv­
ing maps on the whole phase space of interest 
(symplecticity is equivalent to preservation of area 
in two dimensions) we refer to the lattice maps 
Im as Hamiltonian maps themselves. Rh, on the 
other hand, is not even one-to-one (see appendix) 
so it cannot be extended in this way and it does 
not necessarily share any of the important fea­
tures of a Hamiltonian map . 

It should be stressed that the difference be­
tween the standard map and the lattice map Im is 
a small but rapidly varying perturbation. As the 
lattice spacing is decreased, the amplitude of the 
perturbation approaches zero but it varies more 
and more rapidly as a function of the phase space 
coordinates. Thus the KAM theorem (e.g., ref. 
[22]) does not guarantee that most invariant tori 
of the standard map survive this perturbation. 
Nevertheless, since it is Hamiltonian, this pertur­
bation is likely to have less serious effects on the 
long-term behaviour of the map than the pertur­
bation induced by using floating-point arithmetic 
to evaluate the original map. 

3. Long-term trajectories 

Before discussing the results of our computa­
tions we consider what might be expected to go 
wrong when long-term calculations are per­
formed using floating-point arithmetic. 

We first define a few terms precisely. The tra­
jectory from the point P under the map F is the 
set of points visited when F is iterated from P, 
i.e., 

trajF( P) = {F1
( P): l = 0, 1, 2, ... }. 

The "preview" of the set S under the map F is 
the set of all points that eventually lead to a point 
in S upon iteration of F, i.e., 

prevF(S)= U F~ 1 (S), 
I= 1,2, ... 
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(a) (c) 

Fig. 4. Map-graphs as described in section 2.2. These graphs illustrate the possible complexity of map-graphs but do not 
correspond to any particular mapping. (a) A bi-infinite path. (b) A finite circuit, corresponding to a cycle in a Hamiltonian map or 
the limit circuit of a map using floating-point arithmetic. (c) The subgraph of a typical trajectory of a floating-point map. (d) A 
complete component of the map-graph of a floating-point map. 

where p- 1(S) is the set of all points that F maps 
into S. If S = {P}, a single point, we write 
prevF(P) for prevF({P}). The orbit of the map F 
that includes the point P is the set 

If A is a set then F is A-invariant if F(A) ~A. 
Any iterated mapping F can be represented by 

a directed graph, which we call a "map-graph"#3
. 

The vertices of the map-graph represent the 
points visited by the orbit and the edges repre­
sent the space between a point and its successor 
under F. There is a one-to-one correspondence 
between the orbits of F, as defined above, and 
the connected components of its map-graph. If F 
is one-to-one then each component has one of 
two forms; orbits are either bi-infinite paths or 
(finite) circuits (figs. 4a and 4b). Our lattice maps 
are one-to-one so all their orbits are of these two 
forms (orb1 (P) = trair1(P) U traj 1 (P)). How-

m m m 

#
3Such graphs have been studied previously. See refs. [6, 

19], and for earlier work refs. [7, 15]. 

ever, since we plot the orbits modulo m, the 
sub-lattice on which we plot is finite and all the 
orbits appear to be circuits as in fig. 4b. 

The situation is more complicated for many-to­
one maps like Rb. The subgraph corresponding 
to a typical trajectory is drawn in fig. 4c. In 
general, such a subgraph will be a subset of a 
graph such as that shown in fig. 4d. All compo­
nents of the map-graph of a many-to-one map on 
a finite set (such as !Pl} must contain exactly one 
circuit, but a tree may be connected to any num­
ber of vertices of this "limit circuit" (for any 
PE IP£, prevRh(P) may contain many branches). 
The portion of a trajectory that occurs before its 
limit circuit is reached is its "transient"#4

. 

If Rb was the restriction to IP£ of a IP£­
invariant Hamiltonian map, then each orbit of Rb 
would be a circuit on its map-graph, as in the 
case of Im (mod m). The effect of roundoff error 

#
4 Implications of the fact that trajectories of floating-point 

maps lead to limit circuits are discussed in the context of one 
and two-dimensional dissipative maps in ref. [3] and more 
generally in ref. [2]. 
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is to break many of these circuits and then con­
nect up all the broken circuits to form map-graph 
components that resemble fig. 4d. 

We can therefore anticipate that if we iterate a 
trajectory of R 4 starting from a point in a regular 
region of the phase plane of the standard map, 
the orbit will appear to drift from one invariant 
curve of the standard map to another, until it 
settles finally on a cycle (the limit circuit) on 
which it remains. Drifting across invariant curves 
never occurs in two-dimensional Hamiltonian 
maps; regular orbits are confined to individual 
KAM curves and chaotic orbits are bounded be­
tween KAM curves where they exist. Apparent 
drifting across curves can be misleading in gen­
eral, of course, since invariant curves can have 
pathological structure; but the existence of limit 
circuits is a purely non-Hamiltonian feature of 
floating-point maps. How much "forbidden mo­
tion" is observable in one of our plots depends 
crucially on where on the map-graph like fig. 4d 
the orbit is initiated, and by how much we mag­
nify the plot. We determine exactly when the 
limit circuit is reached, and precisely how long it 
is, using a simple algorithm of R.W. Floyd (1, 9, 
17]. 

Figs. 5 and 6 show an example of the behaviour 
of a trajectory of R 4 (with K = 1) that begins in 
an apparently regular region. The initial point of 
the trajectory shown is (x, y) = (0.26, 1). Fig. 5 
shows the complete trajectory (i.e., every point is 
plotted until the limit circuit is completed); it 
appears to lie on an invariant curve. However, fig. 
6 reveals more complex behaviour (a small region 
of the plot in fig. 5 is shown on a much larger 
scale). The trajectory appears to remain near a 
single invariant curve of the standard map for 
approximately 105 iterations (fig. 6a). More itera­
tions show that the trajectory appears to drift 
across many distinct invariant curves (fig. 6b, 106 

iterations; fig. 6c, 2.15 x 106 iterations) until set­
tling after 2148 397 iterations on a limit circuit of 
length only 1622 iterations. Only two points of 
the limit circuit appear in fig. 6d, which shows the 
same region as the other plots in fig. 6. 

Jr-------

y 

a~~~~~~~~~~~~~~~~~~ 

0 

Fig. 5. A typical "regular" trajectory of the floating-point 
map R4 with K = 1. The initial point of this orbit is (x, y) = 

(0.26, 1.0). The complete trajectory is shown; it appears to 
remain on an invariant curve but fig. 6 reveals that the motion 
is more complicated. 

Fig. 7 shows the trajectory beginning at the 
same point ((x, y) = (0.26, 1)) but iterated using 
the lattice maps I 10s, I 10o, I 101, and I 108. The scale 
is the same as in fig. 6. Throughout its evolution 
traj 1m((0.26m, m)), for any m, appears to remain 
near to a single invariant curve of the standard 
map. (The trajectories plo"ed in fig. 7 cover all of 
orb1m((0.26m, m)) since Ye plot every point until 
the initial point is revisited.) 

Since Im is exactly Hamiltonian, the trajecto­
ries shown in fig. 7 do not cross invariant curves 
of Im (although they may cross invariant curves of 
the standard map). They may or may not lie on 
invariant curves of Im; if they do, then it is clear 
that the invariant curves must have quite patho­
logical structure. From a practical point of view, 
the important features are that (i) the scatter 
in the integer map I,,, (fig. 7) is much smaller 
than the scatter in the floating-point map R 4 (fig. 
6), even for m as small as 10 5; (ii) the scatter in 
Im decreases as m increases. Both these features 
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Fig. 6. Enlargements of a portion of fig. 5 at various stages of evolution of the trajectory. (a) 105 iterations. (b) 10° iterations. 
(c) 2150019 iterations. The limit circuit has been reached by this time and the plot is terminated after one completion of the limit 
circuit. (d) The limit circuit alone (1622 iterations). Only two points of the limit circuit appear in this enlargement, which is of the 
same region as (a), (b), and (c). 

suggest strongly that Im mimics the behaviour of 
the standard map better than floating-point maps. 

We now comment on the meaning of regular 
and chaotic trajectories of a map defined on a 
finite set, whether the lattice (for lattice maps) or 
the representable points (for a floating-point 

map). In an obvious sense all orbits are "regular" 
since they are periodic (in the case of lattice 
maps) or at least lead to a periodic orbit (in the 
case of floating-point maps). However, Rannou 
(24] has argued convincingly that periodic orbits 
of a lattice map can be random in a very natural 
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Fig. 7. Complete orbits of the mapping Im started from the same point as the plots in figs. 5 and 6. The scale in these plots is the 
same as in fig. 6. (a) m = 105, cycle length L = 16728. (b) m = 106, L = 34 756. (c) m = 107

, L = 1689 794. (d) m = 10 8
, 

L = 130141384. 

sense (i.e., the map is statistically indistinguish­
able from a random permutation of the lattice) so 
it is reasonable to label these orbits "chaotic" or 
"stochastic". 

The most common method of quantifying chaos 
is to estimate the Lyapunov characteristic expo­
nents (LCEs), i.e., mean exponential rates of di-

vergence of nearby trajectories [4, 5]. Technically, 
the LCEs are the limits of the average rates of 
divergence as t -> oo; we must hope that the limits 
can be established with adequate accuracy after a 
reasonable time. One might expect that approxi­
mations from longer studies would always provide 
more reliable LCE estimates, but floating-point 
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Fig. 8. An example of unsatisfactory behaviour of the floating-point map R4 with K = 1. The initial point of this trajectory is 
(x, y) = (0.133, 1.0). (a) The first 40000 iterations display an apparently regular trajectory. (b) The next 1730000 iterations show an 
apparently chaotic orbit. The limit circuit is reached near the end of this interval. (c) The limit circuit has length only 37 310 
iterations and appears to be a regular orbit (a chain of islands). 

arithmetic can, in principle, corrupt these calcula­
tions in a serious way. In a floating-point map, 
roundoff can (i) unnaturally shift a trajectory from 
a region dominated by regular orbits into a region 
dominated by chaotic orbits or vice versa, and (ii) 
prevent cyclic, qualitative changes that ought to 

occur. These problems should not occur in lattice 
maps. 

Problem (ii) is illustrated in fig. 8. The 
floating-point map R 4 with K = 1 is iterated from 
(x, y) = (0.133, 1.0). The trajectory appears to be 
regular for the first 40 000 iterations (fig. Sa). It 
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Fig. 9. Complete orbits of the mappings Im started from the same point as in the plots in fig. 8. (a) m = 105
, cycle length 

L = 13 582. (b) m = 10 6, L = 552378. (c) m = 109 ; the trajectory was stopped after 107 iterations. 

then appears to slip into the chaotic region and 
travels through most of it until reaching the limit 
circuit after 1734198 iterations (fig. 8b). The limit 
circuit appears to be regular (it is a chain of 
islands) and has length only 37 310 iterations (fig. 
8c). 

The results of lattice maps applied to the same 
initial point used for fig. 8 are shown in fig. 9. We 
have selected traj 1J(0.133m, m)) form= 105, 106

, 

and 109 because these show the three types of 
orbits that we have found by examining many 
values of m. The orbit either appears regular (fig. 
9a), is chaotic but does not fill the chaotic region 
of the phase plane (fig. 9b), or does fill the whole 
chaotic region (fig. 9c). 

The plots of traj 1m((0.133m, m)) look very dif­
ferent for different values of m because the initial 
point is near the "chaos boundary" (the boundary 
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between the regular region and the "chaotic sea") 
and the exact location of that boundary differs for 
different values of m. It is known [16] that if such 
chaos boundaries exist then most chaotic orbits 
alternate between Jong periods of chaotic be­
haviour and short periods of regular behaviour, 
due to "trapping" near the chaos boundaries. 
The advantage of the lattice maps over the float­
ing-point map is that a chaotic trajectory is never 
artificially trapped permanently on a short regu­
lar orbit. 

To illustrate the behaviour of the floating-point 
map R 4 in more detail, we now describe the 
complete evolution of all the trajectories of the 
lattice map that are shown in fig. 1 (see table 1). 
None of these 37 trajectories of R4 (with K = 1) 
begins on a limit circuit. Some of the trajectories 
that appear to be chaotic for long times have 
short, apparently regular limit circuits; others 
have long and apparently chaotic limit circuits. 
All the long limit circuits have the same length; in 
fact, they are all the identical circuit (we checked 
this by comparison against a particular point). 
This long limit circuit appears to cover the entire 
chaotic region. Trajectories 33 and 37 in table 1 
have chaotic transients that lead to the same 
short limit circuit, which is a chain of islands. 

The convergence of several of the orbits to the 
same limit circuit, and the relatively short length 
of this circuit, are striking in view of the large 
number of representable points available to the 
map in the unit square, M = (27 

· 2 23
)

2 == l.15 x 
10 18

• The average length, (L), of a chaotic limit 
circuit can be estimated using random map the­
ory [2, 17] to be ( L) - fM - 109

. Since the rep­
resentable points are not uniformly distributed in 
the plane (( +V2 == 88% of the unit square con­
tains only (1/2 7

-
3

)
2 = Cf1;)2 == 0.4% of the repre­

sentable points) it is perhaps more reasonable to 

estimate (L) -V(2 3 ·233
)

2 
= 226 == 6.7 x 107

. 

We expect ( L) to be smaller still due to the 
symmetries of the standard map [24]. All this 
takes away the surprise in the length of the 
longest limit circuit observed. Experience with 
other maps suggests that the longest limit circuit 

Table I 
Data for a small sample of trajectories of R4 with K = 1. The 
first 2000 points of all these trajectories are plotted in fig. l. 

Xo Yo 

1 0.15 1.00 
2 0.17 1.00 
3 0.19 1.00 
4 0.20 1.00 
5 0.24 1.00 
6 0.26 1.00 
7 0.28 1.00 
8 0.30 1.00 
9 0.33 1.00 

10 0.35 1.00 
11 0.38 1.00 
12 0.40 1.00 
13 0.43 1.00 
14 0.45 1.00 
15 0.10 0.80 
16 0.01 0.80 
17 0.99 0.20 
18 O.ol 0.78 
19 0.99 0.22 
20 0.01 0.61 
21 0.99 0.39 
22 0.12 0.62 
23 0.88 0.38 
24 0.19 0.58 
25 0.81 0.42 
26 0.01 0.59 
27 O.oJ 0.55 
28 0.01 0.52 
29 0.10 0.50 
30 0.23 0.50 
31 0.77 0.50 
32 0.10 0.70 
33 0.90 0.30 
34 0.10 0.30 
35 0.90 0.70 
36 0.10 0.20 
37 0.90 0.80 

Transient 

1788604 
52860 

195848 
112552 
44509 

2148397 
179221 
164489 

15394 
166084 
271903 
102822 
241968 
25029 

2884840 
49049 
61235 

12534871 
12006160 
4055799 
8587216 

103568 
272839 
195953 

1417518 
28436 
66421 

340099 
317147 
110662 
17141 

8281074 
6300097 

9888 
85394 

9897940 
1179489 

Limit circuit 

13256 
17521 
41536 

9760 
403 

1622 
2434 

33521 
19555 

1104 
1825 
827 

2058 
52843 

6123 
20780 
12200 

10458863 
10458863 
10458863 
10458863 

4884 
2172 
3552 
2127 
9780 

146 
490 

2008 
1620 
6015 

10458863 
54264 
38203 

2838 
10458863 

54264 

Total length 

1801860 
70381 

237384 
122312 
44912 

2150019 
181655 
198010 
34949 

167188 
273728 
103649 
244026 
77872 

2890963 
69829 
73435 

22993734 
22465023 
14514662 
19046079 

108452 
275011 
199505 

1419645 
38216 
66567 

340589 
319155 
112282 
23156 

18739937 
6354361 

48091 
88232 

20356803 
1233753 

will tend to attract most of the orbits (see ref. [6] 
and references therein). 

Our experiments encourage us to view the limit 
circuits of floating-point maps as attractors, the 
existence of which is one of the main characteris­
tics of dissipative dynamical systems. (The major 
difference is that very similar transients can be 
attracted to very different limit circuits; thus the 
basin of attraction of a limit circuit may be very 
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complicated.) We have avoided the terms "limit 
cycle", commonly used for periodic attractors, 
and "strange attractor", used for chaotic attrac­
tors, because limit circuits are always periodic but 
can be either regular or chaotic. 

Of course, if the trajectories were followed 
using RE AL* 8 rather than RE AL* 4 arithmetic, as 
is usual in numerical studies, the roundoff errors 
would be much smaller, and both the transients 
and the limit circuits would be much longer. 
However, the qualitative behaviour of the orbits 
would be the same. The reasons we used RE AL* 4 
arithmetic are: (i) so that the effects of roundoff 
would show up more quickly; (ii) our lattice maps 
use INTEGER* 4 arithmetic and it is fair to com­
pare the behaviour of floating-point and integer 
maps using the same storage per number (four 
bytes). 

Our central point is that because the lattice 
maps are themselves Hamiltonian maps, they are 
better representations of real Hamiltonian dy­
namical systems than can be obtained using 
floating-point arithmetic. They can never display 
"forbidden" behaviour such as crossing invariant 
curves and attraction to limit circuits. I 106 is con­
siderably more successful than R 4 in modeling 
the long-term behaviour of the standard map, 
even though the former employs fewer "digits of 
accuracy" (RE AL* 4 has a precision of seven deci­
mal digits). Even for small m it is impossible for 
Im to display non-Hamiltonian behaviour. Thus 
we find considerable advantage in avoiding 
roundoff error in this way. 

4. Transition to global stochasticity 

For the standard map, there is a critical value 
of the stochasticity parameter such that if K < 
Kcrit then chaotic motion is restricted to a limited 
range in y (or Y) bounded by KAM curves, while 
if K > Kcrit chaotic orbits can wander over the 
entire range of y (no KAM curves spanning the 

whole x coordinate exist). In the latter case, 
the map is said to be globally stochastic. The 
critical value marking the transition to global 
stochasticity is found to be Kcrit "" 0.97 (e.g., ref. 
[20] §4.7). 

There is a simple way to test for global stochas­
ticity in the lattice map. Consider trajectories of 
Im (not modulo m) with initial states on the 
portion of the lattice in the central square, i.e., 
such that X 0 , Y0 E {O, 1, ... , m - 1} (it is sufficient 
to consider these initial states since the map is 
spatially periodic with period m). If we follow 
such a trajectory with Imi eventually it must ei­
ther (i) return to the point (X0 , Y0 ), or (ii) reach 
the point (X0 +km, Y0 ) where k '1= 0 is an integer, 
or (iii) reach the point (X0 +km, Y0 +Im) where 
k and l are integers, l * 0. In case (i) or (ii) the 
orbit is not globally stochastic since the excur­
sions in Y are finite, while in case (iii) it is 
globally stochastic since Y must increase or de­
crease without limit. In practice, we test for global 
stochasticity in the lattice map Im by considering 
X (mod m) and Y (not mod m), and we iterate 
until iteration number N where (XN, YN) = 

(X0 , Y0 +Im) or until llj· - Y0 1>2m, whichever 
happens first. The orbit is globally stochastic if 
and only if I * O; in the latter instance we know 
Ill > 2 so this is sufficient. (No invariant curves 
can stretch over more than a range of 2m in Y 
(R.S. MacKay, private communication). This fol­
lows from a theorem of Birkhoff [21].) 

In this section, we discuss numerical experi­
ments that show that a transition to global 
stochasticity occurs in Im, and that as m is in­
creased Kcrit approaches 0.97. It is interesting to 
see that this important feature of the standard 
map is successfully reproduced by our lattice 
maps. 

Since Im is restricted to a lattice, it is possible 
in principle to iterate all the orbits starting in the 
central square and determine if any are globally 
stochastic. However, for large m this search is too 
computationally expensive, so for m ~ a few 
hundred we must restrict our attention to a sam­
ple of orbits. 

I 
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Fig. 10. The number of globally stochastic orbits as a function of the stochasticity parameter K, for m = 50. The results of 
narrow-range experiments (b) were used to obtain the values in table 2, which are plotted in fig. 11. 
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Fig. 11. The relationship between m and K crit (see section 3). The plotted points are listed in table 2. The dashed line shows the 
best estimate obtained for the standard map by other methods, Kcrit = 0.97. 

For a sequence of 100 values of K (0 =:;; K =:;; 10) 
we have examined all central square initial states 
of 150 , and noted the number of globally stochas­
tic orbits for each K. The results are plotted in 
fig. lOa. From this figure we selected a smaller 
range of K (l.2 =:;; K =:;; 2.2) for a second sequence 
of 100 values (fig. lOb). We define Kcrit for 150 to 
be the midpoint between the smallest value of K 
(in fig. lOb) for which globally stochastic orbits 
occur and the largest value of K for which there 
are no globally stochastic orbits. (This value is the 
first entry in table 2, and the first point plotted in 
fig. 11.) 

For m = 100 we have also evolved all central 
square initial states and arrived at a value for 
Kcrit as we did for m = 50. Still considering se­
quences of 100 values of K, we have evolved a 
smaller, carefully chosen 10 2 grid of initial states 
of Im for m = 10 3

, 10 4 and 105
. (The grid was 

chosen in [O, Jhl2 where all the orbits are chaotic.) 
For m = 106 we have considered only a 52 grid 

in [O, JhJ2, but we still checked 100 values of K. 
For m = 107 and 108 we have considered a 32 

grid and 10 values of K. 

Table 2 
The critical value of the stochasticity parameter for the lattice 
map !

111
• The meaning of the errors is discussed in section 3. 

See figs. I 0 and 11. 

m Kcrit Error 
·--------

50 1.7 0.2 
10~ 1.5 0.09 
10' 1.25 0.085 
104 1.10 0.04 
105 1.04 0.023 
HJ" 1.02 0.012 
107 0.998 0.002 
108 0.9833 0.0011 

--·-·--

All our results are summarized in table 2 and 
fig. 11. The errors show the interval from which 
Kcrit was chosen as the midpoint, as described 
above. The horizontal dashed line in fig. 11 is at 
Kcrit = 0.97, the "best value" predicted for the 
standard map by other methods (see ref. [20], 
chapter 4). For large m, the lattice map yields a 
value of Kcrit that agrees to within 1 % with this 
value. 
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5. A lattice map with three degrees of freedom 

Chaotic trajectories of Hamiltonian systems 
with N ;:c: 3 degrees of freedom are not confined 
between invariant tori (invariant tori have dimen­
sion at most N while constant energy manifolds 
have dimension 2N - 1). This permits a kind of 
wandering of chaotic trajectories known as 
Arnol'd diffusion (e.g., ref. [20], chapter 6). It is 
generally believed that this process leads generic 
chaotic trajectories arbitrarily close to every point 
in phase space. 

The timescale for Arnol'd diffusion is generally 
very long, so it is difficult to observe Arnol'd 
diffusion numerically. If the calculations use 
floating-point arithmetic, there is also some dif­
fusion due to roundoff error and it may be diffi­
cult to distinguish Arnol'd diffusion from this 
numerical diffusion. Diffusion of either sort will 
stop abruptly when a trajectory's limit circuit is 
reached. The success of a map in modeling a real 
Hamiltonian system over very long times could 
depend strongly on the structure of this "attrac­
tor". 

Since mappings of dimension greater than 2 
cannot easily be represented on a plane, interpre­
tation of results is much more difficult. Moreover, 
the set of representable points in a space of 
dimension greater than 2 is far larger than the set 
of representable points in the plane. Thus maps 
of dimension greater than 2 generally have very 
long limit circuits and the sorts of experiments we 
have described in the previous section would be 
very expensive for such systems. This is why we 
have used the standard map to illustrate the 
problems with roundoff error and the advantages 
of lattice maps. We now discuss a limited set of 
experiments using a lattice map to study Arnol'd 
diffusion in a Hamiltonian system with three de­
grees of freedom. 

Tennyson et al. [27] (see also ref. [20], §6.lb) 
study Arnol'd diffusion in a four-dimensional 
symplectic mapping#5 that corresponds to a sur-

#
5 Diffusion in a four-dimensional mapping was studied 

earlier by Froeschle [10, 11). See also ref. [12). 

face of section of a three-dimensional billiards 
problem. The map can be written 

O\kx . 
an+ I =an - ---;rr-sm 2'!T kx Xn 

h 
Yn + 1 = Y11 + 'TT tan 2'!Tbn + 1• (7) 

As in the case of the standard map, we change 
coordinates to A= ma, X = mx, B = mb, Y =my, 
and replace the non-linear functions by lattice 
invariant functions defined on the lattice by 

( 8) 

(Note that since the tangent function is un­
bounded, there are always values of A for which 
evaluation of Tm( A) causes integer overflow in 
the computer. However, this turns out not to be a 
concern in practice for the experiments we have 
done.) The map that we iterate exactly on the 
computer is 

An+1 =An - Sm,".•·k,( X") + Gm.k,( X", Yn), 

Xn+I =Xn + Tm(An+I), 

(9) 

where capital letters denote integers or integer 
functions. This map (9) is one-to-one, and it can 



16 D.l.D. Earn, 5. Tremaine/ Numerical maps witholll rou11dojj'ermr 

(\) 

ci 

(\) 

0 
I 

-0.4 -0.2 

~1-
0 

.0 
o'd 0 

G 

ci 
I 

(\) 

0 
I 

-0.4 -0.2 

(a) 

0 0.2 04 

" & y 

(c) 

0 0.2 0.4 

x&y 

~~-~ --,-·----r----r---------,--~ 

[ 

~ f 

0 

.0 

o'd 0 
G 

ci 
I 

C\l 
0 
I 

.0 

(\) 

0 

o'd 0 

G 

ci 
I 

C\l 
ci 
I 

-0.4 

-0.4 

-0.2 

-0.2 

0 

" & y 

0 

x&y 

lb) 

0.2 04 

(di 

0.2 0.4 

Fig. 12. The lattice map (9) with m = 109
. This map is derived from the map (7) of Tennyson et al. (27). The parameter values are 

as discussed in section 4. The initial point is (x0 , a 0 , y0 , b0 ) = ( -0.07, 0.03, -0.391, 0.25). (a) N = 104 iterations. (b) N = 10 5. 

(c) N = 5 x 10 5. (d) N = 8 x 10 5. The plots show motion both in the x-a plane (inner points) and in the y-b plane (outer points). 

be extended to a symplectic ditfeomorphism on 
the whole phase space (see section 5). 

In order to study the four-dimensional surface 
of section with coordinates (x, a, y, b) Tennyson 
et al. plot two points (x, a) and (y, b) on a plane 
at each iteration of the map. We have done the 
same using the lattice map (9). Tennyson et al. 

focus attention on parameters chosen with the 
constraints Ax: h: ax and Av: h: a.v as 100: 10: 2 
(where A;= 2o/k1) and µ/h = 0.004. With these 
restrictions there is only one free parameter in 
the map. We took this to be k = kx = k,. 

Following Tennyson et al., we choose an initial 
state that is on an island encircling the central 
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resonance in x-a space and within the thin sepa­
ratrix stochastic layer in y-h space. Arnol'd dif­
fusion is revealed if motion in x-a space is not 
restricted to the island on which the trajectory 
starts, but covers a finite area and eventually 
explores the entire plane. 

In fig. 12 we show results of iterating the lattice 
map (9) with m = 109 from the initial point 
(x 0 , a 0 , y 0 , h0 ) = ( - 0.07, 0.03, - 0.391, 0.25). 
These plots should be compared with fig. 16 in 
Tennyson et al. or fig. 6.6 in ref. [20]. Our lattice 
map roughly reproduces the results of Tennyson 
et al., in that the trajectory slowly diffuses over 
most of the x-a plane, so it is reasonable to 
conclude that the diffusion they observe is not the 
result of roundoff error. We do, however, seem to 
find a faster rate of diffusion and this is not 
sensitive to the value of m if m :G 10 4

; the lattice 
map trajectories explore more of the plane after 
10 6 iterations than the Tennyson et al. trajectory 
explores in 107 iterations. Of course, the signifi­
cance of this difference is difficult to assess, since 
the diffusion rate of a given orbit may be very 
sensitive to the initial conditions and to other 
details of the calculation. 

The parameter µ, in (7) determines the amount 
of coupling between the x and y motions of the 
bouncing billiard ball. If µ, = 0 then there is no 
coupling and no Arnol'd diffusion. For anyµ,> 0 
there should be Arnol'd diffusion but for small 
enough µ, in the map (7) the coupling will not be 
resolved by the lattice map (9). The limiting value 
of µ, can easily be estimated. If 

then in the notation of (8) and (9) G = [g ]. If 
G =I= 0 then we must have lgl ;:;:: t. Therefore, if 
we want most of the coupling to be resolved by 
the map then we require 

1 < < 2)1;2 = mµ,k (si·nz e)1;2 = mµ,k . 
- g 21T 2fi. 1T' 1.e., 

2fi. 1T 10 
mµ, :G -k-::::: k' (10) 

where angle brackets denote average. With the 
parameter relations discussed above, k = I im­
plies µ, = 0.0025 so (10) indicates that we require 
m :G 4000 in order to see Arnol'd diffusion, con­
sistent with our numerical experiments that show 
that diffusion sets in between m = 10 3 and m = 

10 4
. Note that mµ, is roughly the ratio of magni­

tudes of kicks due to coupling ( - µ,) to kicks due 
to discretization (- 1/m). For floating-point 
arithmetic, kicks due to discretization are of or­
der the numerical precision, ::::: 10- 7 for REAL*4; 

thus with µ, = 0.0025 the roundoff error is not 
likely to overshadow the Arnol'd diffusion. In a 
system that is not designed to display Arnol'd 
diffusion like the present one, such estimates are 
bound to be much more difficult. By using a 
lattice map rather than a floating-point map we 
ensure that roundoff does not force any non­
Hamiltonian diffusion on the system. 

5. Lattice maps in general 

The two maps we have considered are in the 
general form 

In+ I = In + B (en) ' (11) 

where e and I are N-vectors, A and B are 
differentiable N-vector valued functions, and 2N 
is the dimension of the map. Setting ( e k + l' Ik + I) 

=(01+pI1+1) we find (0k,Ik)=(01,I1) so the 
map is one-to-one. This result does not depend at 
all on the forms of the functions A and B so 
when we replace A and B by lattice invariant 
functions the new map is also automatically one­
to-one. This is the most basic property of Hamil­
tonian maps ("phase trajectories do not 
intersect"). It does not hold for floating-point 
versions of (11) because normal addition is then 
replaced by floating-point addition (see Ap-
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pendix). Since the map is one-to-one even if A 
and B are not one-to-one, roundoff error is only 
important for the additions in (11). 

The map (11), which we call T, can be written 
as a composition, T = S2 o S1, of the two "shears" 

(e) ( e ) s2 (e1~)=(e+1A(J)). SI J = J+B(fJ) ' 

(12) 

It is easily seen that a shear is both one-to-one 
and onto, and its (global) inverse can be written 
explicitly. For example, 

Thus a differentiable shear is a (global) diffeo­
morphism (e.g., S 1 is a diffeomorphism provided 
B is differentiable, which is the situation of inter­
est here). It follows that a composition of differ­
entiable shears, such as T, is a diffeomorphism. 

As a result of the decomposition, T = S2 ° Sp 
the Jacobian matrix T' of T can be written as a 
block matrix that factors conveniently, 

I - (I +A'B' AI') T - B' 

= ( ~ ~' )( ~' n = s; s; . (13) 

I and 0 denote the N-dimensional unit and zero 
matrices, and A' and B' denote the Jacobian 
matrices of A and B, respectively. The factoriza­
tion (13) makes it clear that the determinant of 
T' is unity, so T is volume-preserving. Again, this 
result does not depend on the functional forms of 
A and B (provided, of course, that they are 
differentiable). It follows that our lattice map 
approximation of T can always be extended to a 
volume-preserving diffeomorphism on the whole 
phase space. In particular, this shows that the 
lattice map Im derived from the standard map 
can be extended to an area-preserving diffeo­
morphism on IR 2• 

The only property of a symplectic diffeomor­
phism that converts directly into a property of a 
map on a discrete set is that of being a one-to-one 
correspondence. We define a map on a lattice to 
be Hamiltonian if it is one-to-one and can be 
extended to a symplectic diffeomorphism on the 
differentiable manifold on which the original map 
is defined; this ensures that the map that we 
iterate exactly is Hamiltonian is precisely the 
same sense as the original map. We show now 
that if the original map (11) is Hamiltonian then 
our induced lattice map is Hamiltonian and 
"close" to the original map. This shows, in partic­
ular, that the four-dimensional integer map stud­
ied in section 4 is Hamiltonian and "close" to the 
map of Tennyson et al. [27]. 

Theorem. If the original map T (1 l) is symplectic 
then the lattice map induced on the lattice Lm of 
spacing l/m is the restriction to Lm of a sym­
plectic diffeomorphism f on IR 2

N that differs 
from the original map by at most JN /2 /m at 
any point. 

Proof A map is symplectic if and only if it is 
differentiable and its Jacobian M is a symplectic 

matrix, i.e., MTJM = J, where J = ( _ ~ ~ ). A 
composition of symplectic maps is symplectic. 
Hence, since we have shown above that a compo­
sition of differentiable shears is a diffeomor­
phism, it is sufficient to show that the lattice map 
derived from a symplectic shear can itself be 
extended to a symplectic shear. 

Let x1, l = 1, 2, ... , denote the lattice points in 
IRN, and let [x] denote the lattice point nearest to 
x. Let S denote an arbitrary differentiable shear 
and let C denote the "shearing function" (e.g., 
for S =Sp C = B). The shear S is symplectic if 
and only if C' is symmetric. The lattice map 
derived from S can be extended to a symplectic 
shear S provided there is a differentiable func­
tion C such that C' is symmetric and C(x1

) = 

[C(x1)], for all !. To obtain the required bound on 
the difference between the original and new maps 
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we also require llC(x)- C(x)ll s IN /2m, for all 
x. Provided the original shear S is symplectic (i.e., 
C' is symmetric) such a function C can be con­
structed as follows. 

Let f 1 be a twice continuously differentiable 
scalar function such that 

(i)f 1(x 1)=0, 

(ii)/'(x)=O ifllx-x'll~ 2~, 
(iii) %' (x 1

) = [ C(x')] -C(x1
). 

Since ll[C(x1)] - C(x')ll s IN /2m (the distance 
from the centre of an N-cube of side 1 /m to one 
of its corners), f 1 can also be chosen such that 

. II a/' II IN (1v) ax (x) s 2m, 

Now let 

at' 
C(x)=C(x)+L-a. 

I X 

for all x. 

This function C has all the required properties. 
Hence, the desired new map f can be obtained 
by replacing A and B in T with A and B. For 
the full map, we obtain the bound llf Tll s 
f2N /2m = JN /2 /m. This completes the proof. 

D 

Many interesting Hamiltonian maps can be put 
in the form (11). For any such system our lattice 
map method is directly applicable without modi­
fication, i.e., the construction of a Hamiltonian 
lattice map is trivial. In general, due to a theorem 
of Lax [18], it is possible to replace any continu­
ous measure-preserving map by a good#6 approx­
imation that is a permutation of a given lattice. 
Symplectic maps preserve phase space volume, so 
Lax's theorem shows that symplectic maps can 
always be approximated well by a permutation of 

#
6 The approximation Fm of F on the lattice Lm of spacing 

I /m is "good" if, given a lattice point p and the cube CP of 
side-length I /m centered on p, F(CP) has a point in common 
with the cube of side-length I /m centered on Fm( p ). 

a given lattice. Unfortunately, there is no fast 
algorithm known to construct Lax's good lattice 
permutation (it is also not clear that such a per­
mutation can always be extended to a symplectic 
diffeomorphism). Thus the usefulness of lattice 
maps may be limited to a subset of Hamiltonian 
systems. 

Lattice maps can be used to find exactly Hamil­
tonian numerical approximations to Hamiltonian 
flows. As a simple illustration, we note that 
the standard "leapfrog" numerical integration 
scheme for Hamiltonians in the form H = tv 2 + 
U(x), 

x(t +lit) =x(t) + litv(t +lit), 

au 
v(t +lit)= v(t) - lit ax (x(t)), 

has the form of the map (11) with A the identity 
function (define xn=x(nlit), vn=v(nlit) and 
choose units so that lit= 1). For any continu­
ously differentiable U, the Jacobian matrix of 
au ;ax is symmetric, so "integerized leapfrog" is 
exactly symplectic. 

The use of lattice maps to construct exactly 
symplectic integration algorithms of any order for 
general Hamiltonians is discussed in a forthcom­
ing paper by Scovel [25]. 

6. Shadowing trajectories 

Roughly speaking, an approximate trajectory is 
said to be "shadowed" by a true trajectory of 
a given map if the true trajectory starts near 
the initial point of the approximate trajectory 
and remains close to it for many iterations. The 
main purpose of shadowing theorems is to show 
rigorously that apparently chaotic trajectories 
computed numerically are shadowed by true tra­
jectories of the system under study. 

In a recent paper Grebogi et al. [14] discuss the 
meaning and relevance of shadowing theorems 
and give some shadowing results for the standard 
map. 
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Grebogi et al. use a computer-based proof to 
establish shadowing. Unfortunately, the method 
is only applicable to individual trajectories, one at 
a time, and it is more computationally expensive 
to prove that a given numerical trajectory is shad­
owed by a true trajectory than it is to compute 
the numerical trajectory. This limits the practical 
value of the method, but experience leads 
Grebogi et al. to conjecture a useful rule of 
thumb for a two-dimensional Hamiltonian map: if 
the typical error per step in a numerical trajec­
tory is 8 > 0, then a true trajectory shadows the 
numerical trajectory with error ~ {8 for ~ 1 / {8 
iterations. Applying this to our lattice maps Im 
we estimate that for a given trajectory of Im there 
are trajectories of the standard map that stay 
within a distance 1 /Im of the trajectory of Im 
for approximately Im iterations. We have iter­
ated trajectories for much longer than this 
timescale so we feel obliged to justify our results 
in this context. 

Trajectories of a floating-point map represent 
orbits of a Hamiltonian system only for as many 
iterations as they are shadowed by trajectories of 
an exact Hamiltonian map. Our lattice maps do 
not suffer from this limitation because they are 
Hamiltonian maps themselves; they can them­
selves be taken to be the "true" maps. Shadowing 
theorems address the issue of whether numerical 
trajectories resemble true trajectories, while lat­
tice maps evade this issue by computing exact 
trajectories of a map that is closely related to the 
original one and has the same basic properties. In 
this sense, lattice maps avoid the need for a 
shadowing theorem; in addition, lattice maps are 
cheaper to compute and easier to implement 
than shadowing calculations. They also apply to 
systems with any mix of regularity and chaos, 
while shadowing is only effective in strongly 
chaotic systems. 

8. Conclusions 

The structure of iterated mappings that use 
floating-point arithmetic can be abstracted use-

fully by the concept of a map-graph. The qualita­
tive predictions concerning the effects of roundoff 
error, which we made from drawing some map­
graphs (fig. 4), are borne out by experiments on a 
two-dimensional map using RE AL* 4 arithmetic; 
in particular, every trajectory eventually joins a 
periodic orbit, which we call the limit circuit. 

The lattice maps that we have presented pro­
vide an alternative to the usual numerical tech­
niques based on floating-point arithmetic that are 
used to study Hamiltonian maps. The advantage 
of lattice maps is that they are themselves Hamil­
tonian maps and they can be iterated an indefi­
nite number of times with no numerical errors. 

Lattice maps and shadowing theorems provide 
the only rigorous methods to establish that long­
term numerical computations of chaotic trajec­
tories represent true orbits of a Hamiltonian 
system. Shadowing theorems justify the use of 
floating-point calculations over shadowing 
timescales, while Hamiltonian lattice maps re­
place a model of a physical system with a similar 
model that can be evolved exactly over any 
timescale. 

It is interesting that the general features of the 
phase space structure of orbits are evident from a 
lattice map with a very coarse grid. As the lattice 
spacing is decreased, some detailed properties of 
the original map (such as the transition to global 
stochasticity in the standard map) are presented 
with greater precision. 

The methods described here are based on the 
same philosophy as symplectic integration al­
gorithms for Hamiltonian systems [8]. The sym­
plectic integration algorithms ensure that the 
computed system is Hamiltonian despite trunca­
tion error, while the present approach ensures 
that the computed map is Hamiltonian despite 
limitations due to roundoff. By combining these 
methods it is possible to design integration 
schemes for Hamiltonian flows that ensure the 
computed system is exactly Hamiltonian despite 
all numerical errors (and also very accurately 
represents the system under consideration). We 
have pointed out a simple first order method in 
section 5 (see also ref. [25]). 
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Most modern computers have only four-byte 
integer arithmetic available in hardware, which 
limits lattice maps to integers less than about 
231 == 2 x 10 9

. This range can be extended by 
declaring the integer lattice points to be RE AL* 8 
variables, in which case integers as large as about 
252 == 4.5 x 10 15 can be used in the lattice#7

• 

Our experiments have mostly been based on 
RE AL* 4 floating-point arithmetic and a two­
dimensional map. With RE AL* 8 arithmetic and 
more degrees of freedom, the effects of roundoff 
error will be much smaller and the lengths of the 
limit circuits will be much longer; however, evolu­
tion due to real dynamical effects such as Arnol'd 
diffusion is also likely to be very slow in many 
systems of interest. Thus lattice maps can provide 
welcome reassurance that roundoff errors are not 
masquerading as dynamical evolution. 
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Appendix 

Putting Im(~)= Im(~) yields X = Z and Y = 

W so Im is one-to-one (as in section 5). This 
simple proof fails for Rb because the floating­
point addition operator 6' does not share all the 
properties of normal addition. 

Lemma. The floating-point map Rb is not one­
to-one for any K. 

#7We are indebted to M. Henon for this comment. 

Proof Recall the definitions made near expres­
sion (2) and eq. (3) in section 1. From (2), if 
IAI > 2P+ 1IBI then A 6'B =A. Therefore, if 

(A.1) 

then Rb(x, y) is independent of y, so if there 
exists x E If\ and two distinct y E If\ satisfying 
(A.1) then Rb is not one-to-one. Similarly, if 

(A.2) 

then Rb(x, y) is independent of x and the exis­
tence of two distinct points that have the same y 
coordinate and satisfy (A.2) will show Rb is many­
to-one. If K-:::::. 21T then (Al) holds, in particular, 
for x = 2- 2 and y E [0,2-<P+ll]. If K :s; 21T then 

(A.2) holds, in particular, for y = 1 and x E 

[O, 2-<P+ 2l]. (In any practical floating-point arith­
metic, the range of e in (2) is always larger than 
{ - 2, ... , 2} so the intervals in question will con­
tain many representable numbers.) Thus R1i is 
never one-to-one. D 
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