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ABSTRACT 
We present a general scheme for constructing potential-density basis sets in 
axisymmetric coordinates, for both infinite and finite systems. Several examples are 
given, starting from simple functions. The basis sets constructed are useful for galaxy 
modelling, N-body simulations and three-dimensional stability analyses of 
dynamical equilibria. Symbolic manipulation software implementing the technique 
is available. 

Key words: instabilities - methods: numerical - celestial mechanics, stellar 
dynamics - galaxies: kinematics and dynamics - galaxies: structure. 

1 INTRODUCTION 

Potential-density (PD) pairs are the basic building blocks 
of galaxy models (e.g. Binney & Tremaine 1987, chapter 2). 
Due to the linearity of Poisson's equation, V2cI> = 41tG p, 
complicated models can be constructed as linear combina­
tions of simple PD pairs. More to the point, the potential 
and density of any reasonable mass configuration can be 
approximated arbitrarily well by sufficiently many terms of 
an expansion in a complete basis of PD pairs. Such expan­
sions are exceedingly useful, for modelling of real objects, 
N-body simulations and stability analyses of dynamical 
equilibria. 

Much effort has been devoted to finding PD basis sets 
where both the potential and density are simple expressions 
in elementary or special functions (e.g. Clutton-Brock 1972, 
1973; Kalnajs 1976; Hernquist & Ostriker 1992; Qian 1992, 
1993; Earn 1996; Zhao 1996). Discovering convenient, bi­
orthogonal basis sets suited to particular problems is usually 
very difficult, and attempts can easily lead to intractable 
integrals or unmanageable expressions. However, every set 
of basis functions can be made orthogonal using the Gram­
Schmidt algorithm. If the integrals that appear in the inner 
products are known analytically, a bi-orthonormal set can 
be constructed analytically, although the actual computa­
tions may be lengthy and tedious. Fortunately, modem com­
puters running symbolic manipulation programs can 
perform the calculations, reducing the astronomer's work to 
finding a suitable starting set of simple functions. After bi­
orthonormal basis functions have been built from the origi­
nal set, they can be tabulated and accurately interpolated 
for efficiency. 

©1996 RAS 

In this paper we describe several ways to generate PD 
basis sets starting from simple functions. The starting func­
tions can be tailored to the problem at hand, which makes 
this approach very powerful. These methods are, in prin­
ciple, applicable to all coordinate systems, but in this paper 
we concentrate on (orthogonal) axisymmetric coordinates. 
In the case of spherical coordinates, this type of basis con­
struction has already been explored (Saha 1993) and 
applied to practical problems (Saha 1991). In many cases, 
spheroidal or cylindrical coordinates are more appropriate. 
In particular, some of the basis sets described below have 
been used in stability studies of oblate galaxy models 
(Robijn 1995; Robijn & de Zeeuw, in preparation). Syer 
(1995) has used Saha's (1993) approach to construct a basis 
in prolate spheroidal coordinates, but his starting functions 
do not lend themselves to analytical orthogonalization. 

Many PD sets in spherical coordinates are based on 
spherical harmonics. In Section 3 we generalize this and 
show how to build basis sets from spheroidal and cylindrical 
harmonics. Section 4 examines the use of harmonic PD sets 
to model finite systems. 

2 COORDINATE SYSTEMS 

The coordinates used in this paper are spherical (S), oblate 
spheroidal (OS), prolate spheroidal (PS) and cylindrical. All 
systems are denoted (u, v, cP), where u is the 'radial', v the 
'angular' coordinate and cPE[O,21t) the azimuth. In the case 
of cylindrical coordinates, u and v are Cartesian coordinates 
in the planes of fixed cPo If we follow the deformation of the 
coordinates from spherical via spheroidal to cylindrical, we 
see that the lines of constant angular variable in prolate 
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coordinates become lines of constant z in the cylindrical 
limit; when viewed as the limiting case of an oblate spher­
oidal system, the 'angular' coordinate is R. The structure of 
the harmonic functions (Section 3) is different in each of 
these two limits, so we give them distinct labels in Table 1: 
CC is the cylindrical system where surfaces of constant 
'radial' coordinate are cylinders, while in CP these surfaces 
are planes. 

The metric coefficients h, (r =u, v, ¢) are defined by 

(2.1) 

with (X, y, z) the standard Cartesian coordinates. The 
gradient and Laplacian operators are given by 

(
1 a 1 a 1 a) v= -- -- --

hu au' h, GV' h", a¢ , 
(2.2) 

where (i,j, k) in the last equation is a cyclic permutation of 
(1, 2, 3), and (r), '1:2 , '1:3) = (u, v, ¢). 

3 PD PAIRS BASED ON HARMONICS 

The potential <l> that corresponds to a given density p is the 
unique solution of Poisson's equation, V2<l>=4rcGp with 
appropriate boundary conditions. For galaxies, p must be 
non-negative, and it is customary to insist that <l> be negative 

and continuously differentiable. Satisfactory boundary con­
ditions are that the spherical average of <l> vanishes at 
infinity (e.g. Pfenniger 1984). 

For the axisymmetric coordinate systems given in Table 1, 
the homogeneous Poisson equation (Laplace's equation) 
can be separated into three ordinary differential equations 
(ODEs) when the potential is of the form 
<l>u(u) <l>v(v) <l>",(¢). In the S, OS and PS systems, the angular 
parts <l>, (v) <l> '" (¢) of the separated solutions (reviewed in 
the next section) are called spherical or spheroidal har­
monics. Similarly, we group the v and ¢ factors of the sepa­
rated Laplace solutions together and call them 'cylindrical 
harmonics' in the CC and CP cases. 

If a potential is separable with harmonic (v, ¢) factors, 
then the associated density is also of this form, and the 
radial functions for the PD pair are related through an 
ODE. Clutton-Brock (1973) and Hernquist & Ostriker 
(1992) solved the appropriate ODE in S coordinates to 
construct their basis sets; Earn (1996) solved the ODE in 
CP coordinates to build a class of basis sets for three-dimen­
sional discs. In this paper, rather than try to find special 
solutions, we simply choose a set of radial basis functions for 
the potential and differentiate to find the corresponding 
density functions (the strategy of Saha 1991, 1993). Because 
the harmonics appear in both the potential and density, the 
inner product of two basis functions reduces to a one­
dimensional integral, which can be evaluated rapidly 
numerically if not analytically. 

The choice of radial basis set must be made with some 
care, since the boundary conditions must always be satisfied. 
Before formulating a useful condition for the radial func­
tions alone, we take a closer look at Poisson's equation. 

Table 1. The axisymmetric coordinate systems used in this paper. The plots show the coordinate systems in the (Cartesian)x-z plane, 
where z is the symmetry axis. The cylindrical system is present twice: surfaces of constant 'radial' coordinate u are cylinders (CC) or 
planes (CP). The scaling parameter e is determined by the position of the focal point z =e at ~ = '1 = 1 in PS and focal 'circle' R =e at 
~='1=O in the OS system (cf. Abramowicz & Stegun 1972, section 21). For the plots e= 1 is used. Note that in CC and CP both u and 
v have dimensions (length); in S, v is dimensionless, while in PS and OS, both u and v are dimensionless (e has dimensions). 
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Potential-density basis sets in axisymmetric coordinates 1131 

3.1 Separating Poisson's equation 

The separation of Poisson's equation is treated in the litera­
ture (e.g. Morse & Feshbach 1953). In this subsection, we 
review some basic results to introduce our notation. 

A separable solution of Poisson's equation, V2<1>=47tGp, 
is of the form 

(3.1) 

A separable potential is harmonic if <I> </> ( ¢ ) = eim</> for an 
integer m and <l>v(v) is a solution of the ODE 

V~,m<l>v(v) + 1X2<1>v(V) =0, (3.2) 

where the one-dimensional 'angular' operator V~,m is given 
in Table 2 for each coordinate system. We take the separa­
tion constant IX to be real, in keeping with the standard 
convention for spherical coordinates (taking IX imaginary 
yields no additional independent solutions). For the S, OS 
and PS coordinates 1X2 = 1 (I + 1), where I;;:: 0 is an integer; for 
CC and CP, IX = 1 ;;:: 0 is a real number. 

We define the one-dimensional 'radial' operator V~,.,m 
such that for a harmonic potential 

2 ___ 1_ im</> 2 
V <1>- <l>v(v) e Vu,.,m<l>u(U), 

C(U, v) 
(3.3) 

where c(u, v) is a metric factor given in Table 2. V~,.,m 
depends on both separation constants m and IX. There are 
two solutions H~m(u) and H~(u) of the homogeneous 
equation 

V~,.,m<l>u(u)=O, (3.4) 

of which Ht;"(u) is regular for u =Umin (the lowest value of 
the u-coordinate: 1 for PS and 0 for the others) andH~(u) 
is regular as u -+ 00. 

Table 2 summarizes the solutions <1>:, Ht;" and H~ for the 
five coordinate systems. The <1>: functions have been nor­
malized so that an arbitrary functionf(v, ¢) can be writ­
ten 

(3.5) 
I,m 

with 

Clm = I I Wv(v) <1>: (v)* e-im</>f(v, ¢) dv d¢, (3.6) 

where the weight function W v ( v) = v for CP, and W v ( v) = 1 for 
all the other coordinate systems. 

3.2 Sample PD basis sets 

The harmonics <1>: ( v) eim</> form a complete, orthonormal 
set on the 'sphere' u = constant (Morse & Feshbach 1953; 
Hobson 1965). They can be extended to a basis for all space 
by appending a complete set of radial factors {F:;nn(u): 
n = 0, 1,2, ... } to each (I, m )-harmonic. It is most convenient 
to start with a basis of potential functions and derive the 
corresponding 'radial' density factors {D~mn (u)} by differ­
entiation: 

(3.7) 

Any potential can be written as a linear combination of the 
basis functions: 

(3.8a) 
l,m,n 

(we set G = 1 for convenience), and the corresponding 
density is 

(3.8b) 

where c (u, v) is given in Table 2 for the different coordinate 
systems. Note that D:n (u) is itself a density function only in 
the CC and CP systems: in all systems 

Table 2. The separated Laplace operator for harmonic functions and the solutions of the homogeneous Laplace equation for the coordinate 
systems of Table 1. The norm 

21 + 1 (I-1m I)! n1m= __ (_I)max(O,m). 
47t (I + 1m I) ! 

The prefactors for Ht;" and Ht;; in the OS system have been chosen to make the functions real-valued. We adhere to the notation of 
Abramowitz & Stegun (1972) for Legendre and Bessel functions. 

V~,m 

V~,I,m 
c(u, v) 

4>~(v) 

CC 
u=Rj V=Z 

..Lei'v 
2'11' 

IE 1R 

mEZ 

1m (lu) 

Km(lu) 
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P8 
u = {j v = '1 

nlmp,m(v) 

IE {O} UIN 

m=-I, ... ,1 

p,m(u) 

Qj"(u) 

8 08 CP 
u = rj v = cosB u = {j v = '1 u = Zj v = R 

n'm p,m (v) nlmp,m(v) -/liJm(lv) 

IE {O} U IN IE {O} UIN IE 1R 

m=-l, ... ,l m = -1, ... ,1 mEZ 

u' (-i)'+mp,m(iu) e'u 

u-1- 1 jl+mQj"(iu) e-1u 

© Royal Astronomical Society • Provided by the NASA Astrophysics Data System 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/282/4/1129/1049161 by  earn@
m

ath.m
cm

aster.ca on 27 January 2019

http://adsabs.harvard.edu/abs/1996MNRAS.282.1129R


1
9
9
6
M
N
R
A
S
.
2
8
2
.
1
1
2
9
R

1132 F. H. A. Robijn and D. 1. D. Earn 

1 __ D~mn(u) 
c(u, v) 

is a density function. 
There is considerable freedom in choosing the radial 

basis {F:;nn(u)}. To be formally complete, the basis must be 
able to represent any 'reasonable' function of u on the 
(infinite) u-domain. The classical approach is to solve for 
the eigenfunction of the V~,I,m operator. This yields a 
(unique) complete, bi-orthogonal basis set, but one that is 
not necessarily suitable for galactic problems. Furthermore, 
in the as and PS systems the 'radial' eigenfunctions are 
complicated to compute, and they are not available in 
standard numerical libraries. 

Instead, a useful ansatz is the form 

(3.9) 

where WIm(u) is a fixed function that is suggested by the 
nature of the physical problem, and Jlmn are polynomials of 
degree n in a finite variable derived from u. The forms of 
Wim and lmn should be chosen, if possible, so that the inner 
product integrals discussed below can be performed easily 
analytically. For as we shall use the functions 

1 un 
Flmn(u) = x---

u (u +hY' (u +h)"' 
n~O, (3.10) 

where h > 0 and p ~ 1 are free parameters. It is then possible 
to represent any realistic galactic potential factor. The func­
tion WIm(u) == WOO(u) =(u +h)-P withp ~ 1 ensures that the 
total mass associated with a basis function is finite, since the 
spherical average <<I»~r-P as r--+oo. Our Jimn functions 
(3.10) are polynomials in tu=u/(u +h), which increases 
monotonically with u, ranging from 0 to 1. Useful choices 
for Wim and Jlmn in each of the five coordinate systems are 
given in Table 3; the choice for S resembles the basis func­
tions found by Hemquist & Ostriker (1992) and Zhao 
(1996). For p = 1, the starting function for S is a Hemquist 
(1990) model. 

Because the functions (3.10) differ from each other most 
significantly for small u, they are most efficient at represent­
ing potential functions that differ from the asymptotic form 

[( u + h) - P] for small u (examples are given in later sections). 
There has been some emphasis in the literature on basis sets 
with a lowest order member that corresponds to the exact 
initial PD pair used in, say, a normal mode analysis. We wish 
to emphasize that there is no need for this stringent restric­
tion. The goal is to be able to represent perturbations of the 
initial model and their form will not be known a priori. It is 
best to choose a simple basis set that can represent both the 
initial model and its perturbations with a small number of 
terms. The density factors D:;nn corresponding to our chosen 
potential factors (Table 3) are not unduly complicated and 
are given in the same table. 

3.3 Orthonormalization 

Ideally, the basis set should be orthonormal with respect to 
the inner product 

(3.11) 

for two potential functions. The inner product of two har­
monic basis functions reduces to 

(3.12) 

with w u (u) = u for the CC system, e for as and PS and 1 for 
Sand CP. For the suggested forms given in Table 3, these 
integrals (3.12) can be performed analytically in all cases 
(see Appendix B). 

It is not immediately clear that (3.12) is indeed an inner 
product. Three conditions must be satisfied for all 'radial' 
potential factors FI> Fz, F3: 

(i) <rtFl + {3Fz, F3>u =CI. <Fl , F3>u + {3 <Fz, F3>u; 
(ii) <Fl,Fz>u = <Fz, Fl>~' and 
(iii) <FI> Fl>u~O. 

Condition (i) is manifest, but (ii) and (iii) are non-trivial. 
For the as coordinates, we can integrate (3.12) by parts to 
obtain 

Table 3. Suggested forms of the factors W1m and pmn for starting functions (3.9), and the corresponding density factors D';;'n (equation 3.7). 
The full potential and density basis functions are <I>'mn=47t<l>~m(v)e;m¢F';;'n(u) and plmn = [I/c(u, v)]<I>~m(v)e""¢ D~mn(u), where <I>~m(v) and 
c (u, v) are given in Table 2 for each coordinate system. The free parameter h > - 1 for PS, and h > 0 for the other systems. For CC, P > 1; 
otherwise P~ 1. In all cases, the n =0 function is included only for m =0 (since for m > 0 the potential must be zero at the origin to be 
continuous). For PS, the following constants appear in D~mn: Co,n=2(h+I)ZnZ, C"n=[1+(h+I)n(n+I)-(2n+I)(2p+I)](h+I), 
Cz,n=2p [p - (h + I)(n + 1)], C3 =p(p -1). 

Wlm /mn D I77m 
u 

CC u Zn n-Z 
u [(nZ _ mZ)h4 _ (2(mz + n + p + np) + lZhZ)hzuz _ (mz _ pZ + 21zhz)u4 _IZu6 ] 

u=R (uZ + hZ)p/z (uZ + hz)n (uZ + hz)(n+P+4)/z 

PS 1 (u - 1)n (u l)n-l (u 1)n-1 m Z 

u=~ (u + hlp (u+h)n (u+-h)n-f1>+Z (Co,n + Cl,n(u-1) + Cz,n(u-1)Z + C3(u-1)3) - (u ~ h)p+n (1(1 + l)(u -1) + u + 1) 

S un 
- (u + :):+P+2 [(n(n + 1) -1(1 + l»hZ - 2(1(1 + 1) + pen + 1»hu + (p(p - 1) - 1(1 + 1»u2 ] 

U=T (u + hlp (u+h)n 

OS 1 un ~-Z ~ m2 

u=~ (u + hlp (u+h)n 
( ) + +z [n(n - l)hz - 2n(p + l)hu + pcp + 1)uZ] (uZ + 1) - ( ) + (1(1 + 1) + -z-) 
u+hP n u+h n P u +1 

CP un n-Z 
~ ( 4)/Z [n(n - 1)h4 - hZ(hZlZ + 3n + p(2n + 1»u2 + (p(p + 1) - 2hZIZ)u4 _12u6] 

u=z (u2 + h2)P/Z (u2 + hz)n/z (UZ +h ) n+p+ 
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Potential-density basis sets in axisymmetric coordinates 1133 

+ (u 2+1)-1 _2+ 1(1+1)+--2 FfF2du fro dF* dF [ m ] } 

° du du 1 +u 

=~[dFr(O) F(0)_F*(0)dF2(0)]+<F F)*. 
4n du 2 1 du 2, 1 u 

(3.13) 

Condition (ii) holds only for radial functions F that satisfy 
vanishing conditions, F' (0) = 0 and/or F (0) = O. For CP 
coordinates the u-integral extends from - 00 to 00, so the 
equivalent of (3.13) implies that condition (ii) is always 
satisfied if the radial functions drop as lIu or faster. For the 
other three coordinate systems it is sufficient that F' (umin) is 
bounded for all radial functions: the equivalent of the first 
term in (3.13) is proportional to 

. * dF2 (u) 
hm (u -umin)F 1 (u) --=0. 

ulumm du 
(3.14) 

From (3.13) and its forms in the other coordinate systems, it 
is evident that if the radial functions are such that condition 
(ii) holds, then condition (iii) is satisfied as well. 

The n=O, I-functions (3.10) do not satisfy the vanishing 
conditions required for OS: for n = 0 both F:;n° (0) and 
(d/du )F:;n° (0) are non-zero, while for n = 1 the derivative 
does not vanish. In physical terms, a non-zero F' (0) in OS 
means that the u = ~-component of the force field corre­
sponding to the potential F is not continuous for all points in 
the equatorial plane within the 'focal circle' (~= 0, Y/ = 0). 
For physically relevant potentials, the coefficients of F:;n° 
and F:;nl are related to produce a zero derivative at ~ = O. 
Hence we modify (3.10) slightly: 

(3.15) 

for n >0. 

When a basis is not orthogonal (as for all the suggested 
forms in Table 3) the Gram-Schmidt algorithm can be 
applied to make it orthonormal. An arbitrary potential com­
ponent ~(u) can then be written as 

(3.16) 

Since <<1>1' <1>2)=<<1>2' <1>1)*' the expression (3.16) allows us 
to compute the expansion coefficients from a given mass 
density to obtain the potential, as well as from a given 
potential using the density basis functions. 

Saha (1991) used this technique to construct a basis set 
for perturbations of spherical galaxies. Saha (1993) pointed 
out that it is not necessary for the basis to be orthogon­
alized; the coefficients of an expanson (3.16) can be found 
by solving a set of linear equations, which is equivalent to 
orthonormalization. In practice, the difference is whether to 
solve the linear equations before (Gram-Schmidt) or after 
(Saha 1993) the expansion coefficients have been found. 

© 1996 RAS, MNRAS 282,1129-1142 

3.4 Example: an oblate galaxy model 

One of the applications of PD basis sets used in many N­
body calculations is to compute the gravitational force 
- V<I> when a density is known. The potential itself is also 
used to check the conservation of energy in the system. As 
an example, consider the perfect oblate spheroid (de Zeeuw 
1985) with density 

(3.17a) 

and potential 

(3.17b) 

where 

, e, 
<1>,(,)=- arctan ~' 

e ,,1-e2 
(3.17c) 

and (~, Y/) are PS coordinates. The flattening varies from 
e=O (sphere) toe= 1 (flat disc). Fig. 1 shows the density and 
potential of this model for e = 0.5. Throughout this paper we 
use G = 1 and M = 1 when plotting functions. It is not obvi­
ous a priori that the perfect spheroid can be well repre­
sented with a small number of functions for any of our 
suggested basis sets, since its potential is not one of our 
simple starting functions. 

We use the global basis functions (3.15) in OS coordi­
nates to reproduce the density and potential of the perfect 
oblate model. The OS system is used because it matches the 
contours of the model density and potential more closely 
than the PS system, as can be seen in Fig. 1. In fact, the 
density contour of P = Pcentre/4 coincides with the ~ = lIe 2 -1 
contour. We construct two basis subsets, GOSI and GOS2, 
of 10 and 30 elements, respectively (the Gin GOS stands for 
global and distinguishes these sets from the local basis func­
tions discussed later). Each basis element consists of a single 
function (3.15): 

GOSl: (I, m)=(O, 0) n=0 ... 5 and 

(I, m) =(2, 0) n=0 ... 5. 

GOS2: (I, m) = (0, 0) n=0 ... 9, 

(I, m) =(2,0) n=0 ... 9 and 

(I, m)=(4, 0) n=0 ... 9. 

The parameter h is set to 1. As a result of the orthonormal­
ization, the orthonormal basis element derived from the 
original n =N > 0 function contains a linear combination of 
the n = 0, ... ,N - 1 functions as well; we continue to label 
this function as the n =N basis function. Fig. 2 shows the 
logarithm of the expansion coefficients of the orthogon­
alized basis functions [which are linear combinations of ele­
mentary functions (3.15) with the same I-value]. The errors 
in the potential and density of the fits are displayed in Fig. 3. 
The potential is fitted within 0.3 per cent by GOSI and 
within 0.07 per cent by GOS2 in the region shown in Fig. 3. 
Deviation of the fitted potential from the model potential 
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Figure 1. The potential (top) and density (bottom) of the perfect oblate spheroid for e =0.5, an E3 galaxy, as logarithmic grey-scale and 
(white) contour plot. The black contours show the OS (left) and PS (right) coordinate system. The OS system matches the equipotential and 
equidensity contours of the model more closely. 

Basis 
-1 

-2 GOS1 

-3 GOS2 
-4 

-5 

-6 

o 1=0 9 0 1=2 9 0 1=4 9 

Figure 2. The coefficients c, for the expansion of the E3 perfect oblate model in the orthonormalized basis sets GOSl and GOS2. Plotted 
is loglc,l as a function of the values of (I, n) for the starting basis function (before Gram-Schmidt). 

introduces an additional acceleration, which is also shown in 
Fig. 3. Away from the origin R =Z = 0, where the accelera­
tion vanishes, the mean relative error in the acceleration is 
1 per cent for GOSI and 0.2 per cent for GOS2. 

Unfortunately, the density is not fitted accurately near the 
focal 'circle' of the coordinate system. The problem is that a 
spheroidal harmonic times a single elementary radial func­
tion (3.10) for low n is not a smooth potential: it is not twice 
differentiable at the focal circle, causing the corresponding 
density to diverge. The singular density error disappears in 
the limit Imax, nmax --+ 00, but is present for any finite Imax and 
nmax (as in GOSI and GOS2). The singularity is due to the 

singular factor c (u, v) -I in the Laplace operator, which is a 
sum rather than a product of u and v factors, and therefore 
never cancels out in equation (3.3). Nevertheless, at the cost 
of a very small extra error away from the focal circle, the 
singularity can always be removed by including a few addi­
tional (higher I and low-n) elementary functions (3.15) with 
weights determined by the coefficients of the singular terms 
in the rest of the expansion. This problem is unique to the 
OS and PS systems. In the S system, c (u, V) - l =u - 2 and the 
radial potential form can be chosen so that c- 1 always can­
cels out; in the CC and CP systems, c (u, v) = 1 and the 
problem does not arise. 

© 1996 RAS, MNRAS 282,1129-1142 
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0.0 0.5 1.0 

1.5 
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0.5 

R 

0.5 1.0 
R 

/ J -1 
P C;OS l I f' 

0.0032 

1.5 2.0 0.0000 

~0.01 

,:: 

m 

1.5 0.00 

0.0007 

0.0 0.5 1.0 1.5 2.0 0.0000 
R 

( aGOS2-ap)/lapl ~0.004 

1.5 

N 1.0 

0.5 

0.5 1.0 1.5 0.000 
R 

Figure 3. The errors in the potential (top, linear grey-scale plots) and density (bottom) of the expansion of the model density from Fig. 1 in 
the GOS1 (left) and GOS2 (right) bases. The white contours in the density plots are at 0.D1, 0.1, 2. Note that the vertical scales are different 
in the left- and right-hand panels. The error in the accelerations is depicted in the middle left (GOS1) and right (GOS2) panels: the linear 
grey-scale plot and black contours give its magnitude, the arrows its direction. Near the origin the ratio diverges because Op vanishes. 

3.5 Behaviour at large radii 

The potential and density can be represented very accu­
rately out to a finite radius using functions of the form (3.9), 
but at sufficiently large radii the deviations may be signifi­
cant. The asymptotic form of W 1m for large u contributes 
little to the inner product of a model density and a basis 
potential function: the largest contribution comes from the 
region where the density is large, i.e., the centre. Hence the 
coefficient of a basis function in an expansion of the density 
does not change much when the form of W 1m is changed at 
large radii. The W1m function should match the large-scale 
behaviour of the potential multi pole moments q,~ whenever 

it is known. This is not crucial, since the potential outside a 
sizeable finite volume is never of interest. 

It is tempting to let W 1m have the same behaviour at large 
radii as the homogeneous solution Ht; of the Laplace equa­
tion, but this will fail in general. As can be seen from the 
multipole expansion (which is derived in Appendix A; the 
results are listed in Table 4), it will be meaningful only when 
the integrals in the expression for q,~m are bounded on the u­
domain. This can fail to occur, even in common physical 
situations. As an example, consider a spheroidal mass dis­
tribution 

p(r, 8)=Pv(8)(1 +r) - 4, (3.18) 

© 1996 RAS MNRAS 282,1129-1142 
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Table 4. The components «1>::" in equation (AI) as obtained by the multipole expansion (Appen­
dix A) are listed in this table. These expressions can be used to find the behaviour of the potential 
on the boundary of the u-domain or as U-HIJ. The expression for n lm is given in the caption of 
Table 2. 

cc u=R 

v=z 

PS U={ 

v='I/ 

S 

v = cosO 

os 

CP U=z 

v=R 

00 2,.. 

ITlm(R) = J dz J dt/J 2~ e- ilz e- imcP p(R,z,t/J) 
-00 0 

<l>~m(R) = 411" [Km(IR) I U1m(lu)lTlm(u)du + 1m (IR) I uKm(lu)lTlm(U) dU] 

1 2,.. 

ITlm({) = J d'l/ J dt/JnlmPlm('I/)e-imcP(e _'l/2)p({,'1/,t/J) 
-1 0 

<l>~m({) = ...!1L [QY'({) j Plm(U)lTlm(U) du + Plm({) j QY'(U)lTlm(U) duJ 
g" .. 

1 e 

1 2,.. 

ITlm(r) = J dv J dt/Jnlm pr(v) e- imcP per, v, t/J) 
-1 0 

<l>~m(r) = 2t+l [r-1- 1 I ul+2lTlm(U) du + rl ! U1- l lTlm(U) dU] 

1 2,.. 

ITlm({) = J d'l/ J dt/Jnlmpr('I/)e-imcP(e +'l/2)p({,'1/,t/J) 
-1 0 

<l>~m({) = iii'", [QY'(i{) I ~m(iu)lTlm(U) du + ~mCi{) {Q!"CiU)lTlmCU) duJ 

00 2,.. 

ITlmCZ) = J dR J dt/JR..j"l.;Jm(IR) e- imcP p(R,z,t/J) 
o 0 

<l>~m(z) = 2t [e-IZ j e1u ITlmCU) du + elz j e- Iu ITlmCU) duJ 
-00 Z 

in spherical (S) coordinates. Because of the symmetry, only 
the functions (JIm (r) with m = 0 are non-zero (ct. Table 4). 
Furthermore, it is clear that 

where one is forced to use a different system. For example, 
the Kuzmin-Kutuzov model (Kuzmin 1956; Kuzmin & 
Kutuzov 1962; for density and potential see equations (4.2) 
and (4.3) of de Zeeuw & Hunter 1990) is a Stackel model: 
the equations of motion separate in PS coordinates. In 
semi-analytical stability studies (e.g. Robijn 1995; Robijn & 
de Zeeuw, in preparation) which involve the use of Hamil­
ton-Jacobi theory, it is therefore preferable to use PS 
coordinates. 

(J/O(r) = (J?o(1 +r)-4, (3.19) 

where (J?o depends on p". The potential multipole moments 
can readily be computed. To lowest order in 1Ir they read: 

<l>oo(r) ~41t(J° r- 1 
u - .00 , 

<I>~o (r) ~~1t(J~or-2 log r, (3.20) 

<If~(r)cx::41t(J?or-2 (1;;::.2). 

In this case, the basis set should consist of functions (3.10) 
with w/O ~ (u + h) -2 for every I;;::. 2, and w/O ~ (u + h)-2 
log (u + h) for 1=1. Logarithmic large-radius behaviour is 
quite common in expansion procedures (see, e.g., Qian 
1992, Appendix B). 

3.6 Flattened models in prolate coordinates 

Although OS coordinates are the most obvious choice for 
describing an oblate galaxy model, there are situations 

In principle, expansion of the model in PS coordinates is 
identical to the example presented in the previous section. 
Because the shape of the coordinate system does not match 
the shape of the model as close as OS, more spheroidal 
harmonics are needed to reach a similar accuracy. As the 
model becomes more flattened, the density is more concen­
trated towards the equatorial plane. The angular functions 
become sharply peaked near v = 0, and the number of spher­
oidal harmonics needed increases dramatically. 

In the limiting case of a flat-disc galaxy it is possible to do 
part of the expansion analytically, and indicate the severity 
of the problem in the nearly flat limit. As an example, 
consider the disc limit e = 1 of the Kuzmin-Kutuzov model, 
which is the Kuzmin (1956) disc, 

© 1996 RAS, MNRAS 282,1129-1142 
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-3 

-4 

-5 

-6 

o 10 20 30 40 50 60 
1 

Figure 4. The coefficient dloo for the lowest order basis function in an expansion of the Kuzmin disc model for 1=0, 2, ... ,60. The basis is a 
harmonic PD set in PS coordinates. Plotted is logldlool. 

(3.21) 

where LK is the surface density of the disc. The form of the 
potential suggests a lowest order radial function 

F IOO J3 u-I 
u .J2+ 3/(1 + 1) , 

(3.22) 

which has already been normalized. It is straightforward to 
compute the expansion coefficients ofthe set {F~O~Oh (for 
even I ~ 0) by computing the inner product of the potential 
basis functions and the model density: 

dIOO=<47tF~o~o, <l>K) 

1/2 J3.J21+1(/-1)!! 
=(-1) 6-J1c/!!,J2 + 3/(l + 1)' 

(3.23) 

which has a limiting behaviour of I-I for large values of I. 
The d 100 coefficient is plotted in Fig. 4. Because the converg­
ence is so slow, it is clear that any practical use of the radial 
function x spheroidal harmonic series is excluded in this 
limiting case. 

4 HARMONIC PD SETS FOR FINITE 
SYSTEMS 

There are many examples where the region of interest is 
limited in the u-coordinate: finite models for galaxies, local­
ized perturbations, etc. A useful feature of the radial 
basis x angular harmonic approach is that we are free to 
choose a basis that has a local support, Le., is zero outside a 
finite volume. To illustrate this point, assume that we are 
studying a shell or ring-like perturbation that is concen-

© 1996 RAS, MNRAS 282, 1129-1142 

trated within U I + e < u < U2 - e for some small e > O. We 
introduce a radial basis set 

{(I 2)3 n 

F~mn(u)= O,-Y Y, 

for n ~ 0, with 

U -4{ul +u2) 

Y 

YE( -1, 1), 

IYI > 1, 
(4.1) 

(4.2) 

The potential functions are twice differentiable and form a 
complete basis for functions with support in (u l , u2). Any 
combination of these functions yields a potential that is zero 
at infinity. One would be inclined to accept the set (4.1) as 
a suitable basis. 

However, the set (4.1) cannot represent the potential of a 
general ring-like perturbation, so it is not complete. From 
the multipole expansion (derived in Appendix A and sum­
marized in Table 4) it is clear that a ring-like density has a 
potential proportional to H:m(u) for u <u I and H:(u) for 
u > u2 • The set (4.1) cannot represent the non-zero poten­
tial of the perturbation outside the domain (u l , u2). This 
problem was also encountered (in PS coordinates) by de 
Zeeuw & Schwarzschild (1991). 

There seems to be a paradox here. It is a well-known fact 
that the potential of a given density is uniquely determined 
(e.g. Jackson 1975). Since the multipole expansion disagrees 
with a potential expansion in the basis (4.1), the latter must 
be wrong. On the other hand, the H~ functions, as solutions 
of the homogeneous Laplace equation, correspond to zero 
density. Hence adding H~ to the basis does not improve the 
ability of the basis to represent the density. What is the 
status of these extra functions? 

There are two answers to this problem. First, when solv­
ing for the potential of a given density, we are in fact solving 
a second-order partial differential equation. The general 
solution includes the two H~ functions with free coeffi­
cients that are determined by the boundary conditions. The 
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coefficients have a physical meaning: e.g., the coefficient of 
H~ is connected to the total mass. An expansion (3.16) of a 
given density using the basis (4.1) still solves the differential 
equation, but does not satisfy the appropriate boundary 
conditions: it is a solution to a different problem. 

Although the Ht; functions are solutions of the homo­
geneous Laplace equation, they do not correspond to zero 
density on the infinite u-domain: H~ (u) is not bounded for 
U-H/J, andH:n(u) is unbounded for U !umin • Hence they are 
not proper potential functions. Any valid potential function 
that has a limiting behaviour of H:m for U < Ut and H:n for 
U > U2 must deviate from either function in the domain 
E0 = (uJ> u2), and hence contribute to the density. 

The boundary conditions can be incorporated in the set 
(4.1) by adding two functions 

[j~ a~2,j(l +YY](1_y)3 

F,;,-2(U)= H~(u) 

UEE0, 

(4.3a) 

F,;,-t(u)= 

CC 
1.4 
1.2 

1 
0.8 
0.6 
0.4 ,. 
0.2 // : ;H~ . 

5 

1.4 
1.2 

1 
0.8 
0.6 
0.4 ,: 
0.2// 

CP 
2 

1.5 

11------j.!'-.. 

0.5 

o 

[j~ al:'ti1-Y)}1 +y)3 uEE0, 

0 

H:n(u) 

u 
5 

u 
3 4 

..... ::- ... u 

2 3 

U :$;ut, (4.3b) 

U ;?:U2, 

PS 

--. 
'-------u 

4 5 

OS 

1.4 
1.2 

1 
0.8 
0.6 
0.4 r 
0.2 ;: .... -- ... -
+--~~--------u 

1 2 3 4 5 

F~ (n=-2,-1) 

1=0 

-------- 1=1 

............. 1=2 

Figure S. The functions F';' -2 and F~m, -I for the five coordinate 
systems, with m =0 and [=0 (solid), 1= 1 (dashed) and [=2 (dot­
ted). The functions are normalized by F:;"·-2(u l )=F:;",-I(U2)=1. 
The, grey area indicates the domain where the basis functions F,;n 
with n ~O, as given in (4.1), are non-zero. 

with 

a~2,O =iH~ (u t ); 

(4.4) 

These (fixed) coefficients a~ for the n < 0 basis functions 
are determined by the multipole expansion (Table 4), not by 
equation (3.16). If there is no inner boundary for the u­
domain (e.g., in the case of a finite galaxy model), the 
n = - 2 function can be omitted. Examples of F';" functions 
with n < 0 are given in Fig. 5. The set (4.1), completed with 
(4.3), has been used in the stability analysis of oblate galaxy 
models (Robijn 1995; Robijn & de Zeeuw, in prepara­
tion). 

There is a minor issue concerning the application of 
Gram-Schmidt when the sets (4.1) and (4.3) are used. In all 
numerical applications the basis set is truncated to include 
N elements. It is favourable to have a basis set for which the 
expansion coefficients do not depend strongly on N, i.e., 
when N + 1 elements are present, the coefficients of the first 
N elements should not change much. This will not occur if 
we use the n < 0 fractions above as our lowest order ele­
ments. The Gram-Schmidt procedure then yields a basis set 
where all elements are non-zero outside the finite u­
domain. It follows that, by adding an extra element to the 
basis, the total change in the first N coefficients must be 
equal to the (N + l)th. 

A better approach is to consider the n < 0 functions as the 
highest order elements of the basis. Then adding another 
element to the basis does not change the first N coefficients 
at all: the n;?: 0 elements are unchanged in shape. The 
coefficients for n < 0 are determined by the density or 
potential being expanded and do not depend on the' other 
basis functions, but the shape of the n < 0 functions within 
the u-domain does change in this case . 

5 NON-HARMONIC PD PAIRS 

The method described thus far is not useful if many 'angu­
lar' functions have to be included in typical expansions, such 
as when using the PS system in the disc limit (Section 3.6). 

© 1996 RAS, MNRAS 282,1129-1142 
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A cylindrical coordinate system is probably a better choice 
for discs, but an inconvenient feature of harmonic basis sets 
in both CC and CP is that the index I associated with the 
'angular' v coordinate is continuous rather than discrete. 

If we do not use harmonic (v, 4> )-functions, the Laplace 
equation, V2<1>=0, does not separate into three ODEs. 
However, we can use a different set of orthonormal v-func­
tions and still profit from the separability of the Laplace 
operator. Each function of the new set {F~(v)}km can be 
expanded in harmonics: 

F~(v)= I Skm(/)<I>::"(v), (5.1) 

where the summation is an integration in the CC and CP 
cases. The inner product of two v-functions reduces to 

(5.2) 

The new basis functions can be specified directly by pre­
scribing F~, or by assuming a basis for the Sjm transforms. If 
a v-basis is not orthonormal by itself, it can be modified by 
Gram-Schmidt. We can proceed as in Section 3 by append­
ing a complete set of radial factors {F~ (u, I): n = 0, 1, 
2, ... } to each (k, m) angular function. The inner product of 
two radial functions, the equivalent of (3.12), becomes 

<F';;j, F~'mn>u= - I Skm(/)Sk'm(l) 

X f Wu(U) F';;j(u, I)*V~,.,mF~'mn(u, I) du, (5.3) 

where IX = IX (I) is the separation constant given in 
Section 2. 

As an example, consider a flat disc in CP coordinates. The 
'radial' coordinate is u =Z and the density is proportional to 
fJ (u). A single 'radial' function is sufficient to form a basis: 

F';;O(z, 1)= -e-11z1/.J21, 
D';;O(z,/)=fJ(z).J21, 

which has already been normalized. [The vanishing condi­
tions F (0) = 0 and/or F' (0) = 0 are not required when there 
is only one function.] In the equatorial plane z = 0 the poten­
tial and surface density I: are given by 

(5.4) 

by analogy with (3.8). The I-integrals are recognized as 
Hankel transforms. This result was first used to construct 
galaxy models by Toomre (1963). Clutton-Brock (1972) 
found a discrete set of Sk (I) functions for which the Hankel 
transform of each member can be evaluated analytically; he 
thereby designed a discrete basis for flat discs. The same 

© 1996 RAS, MNRAS 282, 1129-1142 

approach can be used in principle for three-dimensional 
systems, but would probably require some ingenious inte­
grations. 

6 SUMMARY AND DISCUSSION 

We have presented a general method for constructing a bi­
orthonormal basis of PD pairs in five types of axisymmetric 
coordinate systems. In each case, the basis is built from 
simple functions. Considerable freedom in the choice of the 
starting functions is one of the key features of the method 
and makes it possible to adapt the basis to the application. 
We have demonstrated that gravitational systems with an 
infinite extent can be fitted accurately. The same method 
has been used to set up a basis to describe the density in a 
constrained region; some simple conditions, formulated in 
Section 4, have to be satisfied to ensure that the potential 
and density are physical. 

We have generally avoided the delicate question of com­
pleteness. In numerical applications, completeness is not 
crucial, because we shall never use more than a few func­
tions and the precise space that is spanned by the full set will 
not be important. Our aim is merely to produce a reason­
ably smooth approximation to the function being 
expanded. 

Our software, which implements the general construction 
method and all the particular PD basis sets we have dis­
cussed, is freely available (see Appendix C). 
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APPENDIX A: MULTIPOLE EXPANSION 

For reference we derive the multipole expansion for axisym­
metric coordinate systems, following the derivation given by 
Binney & Tremaine (1987, section 2.4) for spherical 
systems. 

The principle of the multipole expansion is that the 
potential cI> corresponding to a general mass distribution 
p(u, v, ¢) is expanded in harmonics cI>:(v)eim</>: 

cI>(u, v, ¢) = L cI>:;" (u)cI>: (v) eim</>. (AI) 
10 m 

Note that for CC and CP the summation over I is actually an 
integration. We want to find an expression relating the 
coefficients cI>:;" to p. 

Formally, we can describe the mass distribution as a 
collection of 'shells' u = Uo (cylinders in CC and planes in 
CP): 

p(u, v, ¢)= f p(uo, v, ¢)~(uo-u) duo, (A2) 

For each of the shells with mass density Ps(u, v, ¢) 
= ~ (u - uo) 0" (v, ¢), the corresponding potential cI>s satisfies 
the homogeneous Laplace equation outside the shell; hence 
it must be a linear combination of the H7" and H~ func­
tions: 

(A3) 

At u = Uo the potential is continuous, but not differentiable. 
The jump in the first derivative can be computed by apply­
ing the Gauss theorem: 

Lv VcI>s (u, v, ¢). cIS = f V2cI>s dV 

(A4) 

=41t L Ps(U, v, ¢) dV, 

where cIS is the normal to the surface oVof the volume V, 
and dV is the volume element. If we apply this to a small 
volume V that contains the point (u, v, ¢) and is infinitely 
thin in the u-direction, we find 

(AS) 

=41t f O"(v, ¢)huhvh </> dv d¢, 

wheref(u +) =limu ' jJ(u') andf(u -)=limu'rJ(u'). For an 
infinitesimally small volume V this simplifies to 

ocI>s(u+, V, ¢) _ ocI>s(u-, v, ¢) 4 ( A..)h2 ( ) 
1t0" V, 'I' u U, V • 

ou ou 
(A6) 

If we now substitute equation (A3) into (A6), multiply by 
wv(v)cI>:(v)* e- im </> and integrate over v and ¢, we arrive 
at 

where the scale factor hu(u, v)=huu(u)huv(u, v) has been 
split, and 

O"Im(u)= f f huv(u, v)cI>~m(v)* e- im </> 0" (v, ¢) dv d¢. (A8) 

The factors huu and huv depend on the coordinate system: 

CC, S,CP:h~u=1, h~v=1; 

ps: h~u=(U2_1)-\ (A9) 

The constants elm and dim have been determined from 
(A7) using the properties of the special functions H;: 

_u-1 CC (GR 8.486.4, 8.486.l3, 8.477.2) 

glm 
PS (GR 8.741.2) ---

u2-1 

21+1 
--- S 

u2 

- i ~ OS (GR 8.741.2) 
u2 + 1 

-21 CP 

(AlO) 

where the GR numbers refer to Gradshteyn & Ryzhik 
(1994), and 

2m r(l +~ + 1)r(1 +~ + 2) 
glm=2 . 

r(l-~ + 1)r(l-~ +2) 
(A11) 
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Potential-density basis sets in axisymmetric coordinates 1141 

As a last step, the contributions <1>, of the shells to the 
potential <I> can be integrated; the resulting expressions for 
<I>:;n are given in Table 4. 

APPENDIX B: INNER PRODUCT 
INTEGRALS 

For each of the basis forms we have suggested (Table 3 and 
equation 4.1) the inner product integrals required for ortho­
normalization can be performed analytically. At worst, 
these integrals can always be reduced to simple recurrence 
relations, which we describe below. Our symbolic software 
(Appendix C) runs efficiently due to fast evaluation of these 
recurrence relations. 

For the local basis functions in Section 4, the potentials 
and densities are all polynomials or simple rational func­
tions, so the inner product integrals are trivial. The inner 
products of the global basis functions that are given in Table 
3 involve integrals of six forms. 

CC coordinates 

In the CC system only a single type of integral is involved: 

(Bl) 

where PI ~ 1 is an odd integer, and pz ~P > 1. We find 

(B2) 

PS coordinates 

Two integral forms show up in the PS system. The first one 
is 

IPS = du foe (u -1)P' 
I (PI,PZ)- I (u +h)pz ' (B3) 

where PI ~ ° is an integer, and pz ~P ~ 1. The integral can be 
evaluated immediately: 

Ii"(PI,Pz)=B(PI + l,pz -PI -l)(h + l)p'-pz+I, (B4) 

where B is the beta function. The second integral occurs 
only for m # 0: 

which is equal toIiS(PI'Pz + 1) forh=l. Whenh#l, recur­
rence relations for Ir'(O,pz) can still be found. We restrict 
ourselves to the case where pz is an integer; the recurrence 
relations then read for PI = 0: 

© 1996 RAS, MNRAS 282, 1129-1142 

PS In(h+l)-ln 2 
I z (0,1)= ; 

h-1 

where the relation h - 1 = (u + h) - (u + 1) has been used. 
For all values of pz the next relation can be derived using 
u-l=(u+ 1)-2: 

I~s(PI'Pz) =Iis(PI -1,pz) - 2I~s(p1 -1,pz). (BSb) 

S coordinates 

All integrals in the S system are of the form 

(B6) 

which is equivalent to lis with h + 1 replaced by h: 

I S(Pl>Pz)=B(PI + I,Pz-PI -1)hP ,-pz+I. (B7) 

OS coordinates 

In the as system we encounter the IS integral, as well as an 
integral of the form 

IOS(PI,Pz) = [(U+h)::~UZ+l) du, (B8) 

where PI ~ ° is an integer, and P2 ~P ~ 1. This integral can be 
performed analytically for arbitrary P2, but we restrict our­
selves to integer P values only. In this case P2 is an integer, 
and for PI = ° we obtain the recurrence relations 

OS 1 h1t-2In h 
I (0,1)=- z ; 

2 h +1 
(B9a) 

OS r(O, P2) - IOS(O, P2 - 2) + 2IOS (0, P2 -1) 
I (O,Pz)= 2 ' 

h +1 

where the last equation has been derived using the identity 
h2+ 1=(u2+ 1)-(u +hf+2h(u +h). For allp2 values the 
following two recurrence relations hold. Since 
u=(u+h)-h, we have 

and, using U2=(U2+ 1) -1, we arrive at 

I os(PI,P2) =Is(PI - 2,P2) _Ios(P1 - 2,pz)· 

CP coordinates 

(B9b) 

(B9c) 

The integral that occurs in the inner products in the CP 
system is 
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(BID) 

with PI ~ D an even integer and P2 ~P ~ 1. This is related 
simply to ICc, 

PI even. (Bll) 

APPENDIX C: THE SOFTWARE 

We have implemented the construction of PD pairs as 
described in this paper in a MATHEMATICA package called 
PDPAIRS. It is available via the Internet: use anonymous 
ftp to ftp.Strw.LeidenUniv.NL and get the file 
pub/dynamics/Software/pDPairs.tar.z. 
WWW users should visit the URL 
http://www.Strw.LeidenUniv.NL/dynamics/ 
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