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Abstract Multiple transmission pathways exist for many waterborne diseases, includ-
ing cholera, Giardia, Cryptosporidium, and Campylobacter. Theoretical work exploring
the effects of multiple transmission pathways on disease dynamics is incomplete. Here,
we consider a simple ODE model that extends the classical SIR framework by adding
a compartment (W ) that tracks pathogen concentration in the water. Infected individuals
shed pathogen into the water compartment, and new infections arise both through expo-
sure to contaminated water, as well as by the classical SIR person–person transmission
pathway. We compute the basic reproductive number (R0), epidemic growth rate, and fi-
nal outbreak size for the resulting “SIWR” model, and examine how these fundamental
quantities depend upon the transmission parameters for the different pathways. We prove
that the endemic disease equilibrium for the SIWR model is globally stable. We identify
the pathogen decay rate in the water compartment as a key parameter determining when
the distinction between the different transmission routes in the SIWR model is important.
When the decay rate is slow, using an SIR model rather than the SIWR model can lead
to under-estimates of the basic reproductive number and over-estimates of the infectious
period.

Keywords Waterborne pathogens · Disease transmission routes

1. Introduction

Waterborne disease studies have a celebrated place in epidemiology and public health,
with John Snow’s investigations on London cholera outbreaks in the 1800s being a crucial
step in establishing the germ theory of disease (Snow, 1936). Unfortunately, waterborne
diseases remain a serious public health concern today, resulting in more than 3.5 million
deaths a year according to WHO estimates (Prüss-Üstün et al., 2008). Severe waterborne
disease outbreaks continue to occur, such as the Zimbabwe cholera epidemic from August
2008 to July 2009 which caused more than 98,000 cases and 4,200 deaths (WHO, 2009).
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Several different factors must be considered in attempting to understand waterborne dis-
ease dynamics, including sanitation and different transmission pathways (Ashbolt, 2004;
Eisenberg et al., 2002; Hunter et al., 2003), water treatment efforts (Ashbolt, 2004),
pathogen ecology outside of human hosts (e.g. Faruque et al., 1998; Rose, 1997), and
climatological factors such as El Niño (Pascual et al., 2000) or rainfall (Auld et al., 2004;
Curriero et al., 2001). Unraveling how these factors interact to shape disease dynamics
is challenging. The objective of the work presented here is to deepen our understanding
of how different transmission pathways affect disease dynamics by extending classical
mathematical epidemic theory to SIR-type models that include a water compartment.

There is some ambiguity as to what constitutes a waterborne disease (Ashbolt, 2004).
For the purposes of this paper, we consider a waterborne disease to be any disease for
which transmission through water is a concern. A small sampling of diseases in this cat-
egory includes cholera, Giardia, Cryptosporidium, Campylobacter, hepatitis A and E,
norovirus, rotavirus, and E. coli O157:H7 (Ashbolt, 2004; Butzler, 2004; Ford, 1999;
Gerba et al., 1996; Karanis et al., 2007; Leclerc et al., 2002; Marshall et al., 1997;
Sack et al., 2004; Schuster et al., 2005). Infection for each of these diseases is typically
through pathogen ingestion (e.g. fecal–oral route). However, many different specific trans-
mission pathways are possible, such as drinking sewage-contaminated water, eating food
prepared by an individual with soiled hands, or acquiring an infection during treatment
in a hospital. The relative contribution of the different transmission pathways may vary
not only between diseases, but also between outbreaks for a given disease. For exam-
ple, cholera transmission is typically thought to occur by drinking contaminated water,
but an outbreak in a Singapore psychiatric hospital appears to have been driven by direct
person–person transmission (Goh et al., 1990). Giardia is frequently contracted by drink-
ing contaminated water, but direct contact with infected individuals is also an established
risk factor (Andersen and Neumann, 2007). On the other hand, hepatitis A transmission
occurs primarily through person–person contact, with contaminated water providing a
secondary transmission route (Nasser, 1994).

A number of different approaches have been used for modeling waterborne disease
transmission. Eisenberg et al. (2003) formulate a stochastic model where infected in-
dividuals create secondary infections both within a household through direct person–
person contact, and between households by shedding pathogen into a common water
source. King et al. (2008) present stochastic differential equation models of cholera that
include both person-person transmission, and transmission from an environmental reser-
voir (“water–person” transmission), but with no feedback from infected individuals into
the environmental reservoir. Several studies present compartmental ODE models where
infections arise solely by “person–water–person” transmission, where infected individuals
shed pathogen into a water source from which susceptible individuals then drink (Codeco,
2001; Faruque et al., 2005; Hartley et al., 2006). These models exclude person–person
transmission. The standard SIR/SIRS framework has also been used to model waterborne
diseases (Koelle et al., 2005, 2006).

Here, we consider a simple extension of the classical SIR model by adding a water
compartment W , and allowing for both person–person and person–water–person trans-
mission. We derive fundamental quantities for the resulting “SIWR model”, such as the
basic reproductive number, epidemic growth rate, and final outbreak size, and examine
how these quantities depend upon the transmission parameters for the different pathways.
We identify the time scale for pathogen dynamics in the water compartment as a key
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parameter determining when the two transmission pathways can be well approximated
by a single pathway, and consider potential pitfalls of neglecting person–water–person
transmission when pathogen dynamics in the water are slow.

The remainder of this paper is organized as follows. Section 2 presents the SIWR
model equations. Analytical results for the model are given in Section 3. Section 4 com-
pares the SIWR and SIR models both numerically, and through a fast-slow analysis of the
SIWR model. We conclude with a discussion in Section 5.

2. SIWR model equations

Figure 1 shows the flow diagram for the basic model we will analyze. A very similar
flow diagram was presented in Eisenberg et al. (2002), and analyzed as a Markov chain
model in Eisenberg et al. (2003). The treatment in this paper will be as a compartmental
ODE model, similar to the classic SIR framework. The model consists of the standard
SIR model under the assumption of constant population size (Anderson and May, 1991),
together with a compartment W that measures pathogen concentration in a water source.
Susceptible individuals become infected either by contact with infected individuals or
through contact with contaminated water. Infected individuals can in turn contaminate
the water compartment by shedding the pathogen into W . An infected individual thus
generates secondary infections in two ways: through direct contact with susceptible indi-
viduals, and by first shedding the pathogen into the water compartment, which susceptible
individuals subsequently come into contact with. The corresponding model equations are

Ṡ = μN − bWWS − bISI − μS,

İ = bWWS + bISI − γ I − μI,

Ẇ = αI − ξW,

Ṙ = γ I − μR.

(1)

As in the SIR model, the Ṙ equation can be eliminated from the system.
Parameters bW ,bI are the transmission rate parameters for water-to-person and person-

to-person contact, respectively. The birth and non-disease-related death rate is given by μ.
The mean infectious period is given by 1/γ . The pathogen shedding rate from infected in-
dividuals into the water compartment is given by α, and ξ gives the decay rate of pathogen
in the water. Tables 1 and 2 summarize the model variables and parameters.

Fig. 1 Flow diagram for the SIWR model (1). See Tables 1–2.
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Table 1 Variables for the SIWR model (1), together with sample units

S susceptible individual density individuals km−2

I infected individual density individuals km−2

R recovered/removed individual density individuals km−2

W pathogen concentration in water reservoir cells ml−3

N total population density individuals km−2

Table 2 Parameters for the SIWR models (1) and (2), together with sample units

bI person–person contact rate km2 individuals−1 day−1

βI scaled person–person contact rate day−1

bW reservoir–person contact rate ml3 cells−1 day−1

βW scaled reservoir–person contact rate day−1

μ birth/death rate day−1

1/γ infectious period day
1/ξ pathogen lifetime in water reservoir day
α person–reservoir contact rate (“shedding”) cells ml−3 day−1 km2 individuals−1

It is instructive to consider a rescaling of system (1) that gives dimensionless variables.
Let N denote the total population size, and let s = S/N, i = I/N, r = R/N,w = ξ

αN
W .

This gives the following rescaled system:

ṡ = μ − βWws − βI si − μs,

i̇ = βWws + βI si − γ i − μi,

ẇ = ξ(i − w),

ṙ = γ i − μr.

(2)

The transmission rate parameters bW ,bI in system (1) are replaced by βW = bWNα/ξ ,
βI = bIN in system (2). Note that βW reflects both water-to-person transmission (bW ), as
well as person-to-water shedding (α). We will refer to βW as the transmission parameter
for the person–water–person transmission route. The phase space for system (2) is

Ω = {s, i,w, r ≥ 0 : s + i + r = 1}. (3)

We will focus primarily on the scaled system (2) in this paper. We include the scaled
SIR model equations below for reference:

ṡ = μ − βsi − μs,

i̇ = βsi − γ i − μi,

ṙ = γ i − μr.

(4)

Note that the (s, i, r) subsystem of (2) reduces to the SIR system (4) when βW = 0.
System (2) is a very simple extension of the SIR framework. No latent period is in-

cluded, and the infectious period and pathogen lifetime in the water compartment are both
modeled as being exponentially distributed. Multiple infected compartments are com-
monly used to model diseases with latent period, different stages of disease progression
(Hyman and Li, 1999; Wagner and Earn, 2010), and gamma distributed latent and infec-
tious periods (Anderson and Watson, 1980). An extension of (2) that includes multiple
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infected compartments is given in the Appendix. However, our analysis will focus on
system (2).

3. Model analysis

We first establish some preliminary facts concerning the long term behavior of solutions
to system (2). For any ε > 0, we define

Ωw≤1+ε = {
(s, i,w, r) ∈ Ω : w ≤ 1 + ε

}
. (5)

The following lemma shows that solutions to system (2) exist for all t > 0 and eventually
lie in Ωw≤1+ε .

Lemma 1. Let ε > 0 and define Ω and Ωw≤1+ε with (3) and (5), respectively. Let x(t)

denote the solution to system (2) with initial condition x(0) ∈ Ω . Then x(t) ∈ Ω for all
t > 0. Furthermore, there exists Tε > 0 such that for all t > Tε , x(t) ∈ Ωw≤1+ε .

Proof: To see that solutions to system (2) starting from any point in Ω remain in Ω ,
let n = s + i + r . Then ṅ = μ − μn, so n = 1 is a fixed point. As n(0) = 1, we have
s(t) + i(t) + r(t) = 1. Next, consider (2) when at least one of the phase space variables
xi is equal to 0. Direct computation gives that if xi = 0, then ẋi ≥ 0. Thus, solutions
trajectories to (2) do not leave through the boundary of Ω in forward time.

As i ≤ 1, from the ẇ equation in (2), we have that ẇ < 0 when w > 1. Hence, w(t)

is decreasing for any w > 1, giving that w(t) (and hence x(t)) is bounded. Solutions
to (2) with initial condition in Ω thus exist for all t > 0 (Hirsch and Smale, 1974, p. 171).
Finally, to see that x(t) is eventually contained in Ωw≤1+ε , note that ẇ < 0 for w = 1 + ε,
giving that solutions which have entered Ωw≤1+ε remain in Ωw≤1+ε . So, it remains to show
that solutions starting from w0 > 1 + ε enter Ωw≤1+ε . Whenever w > 1 + ε, ẇ < −ξε,
so with w0 > 1 + ε we have w(t) < w0 − ξεt as long as w remains greater than 1 + ε.
Now define Tε = [w0 − (1 + ε)]/ξε. If the solution is still outside Ωw≤1+ε at time Tε,

then w(Tε) < w0 − ξεTε = 1 + ε, a contradiction. Hence, the solution must enter Ωw≤1+ε

before time Tε . �

3.1. Basic reproductive number and equilibria

The basic reproductive number R0 is defined as the expected number of secondary infec-
tions that result from introducing a single infected individual into an otherwise susceptible
population. R0 is a fundamental quantity in mathematical epidemiology, which—in the
deterministic limit—dictates whether a newly invading pathogen will cause a disease out-
break (Anderson and May, 1991). Here, we use a second generation matrix approach to
compute the basic reproductive number (van den Driessche and Watmough, 2002).

As in van den Driessche and Watmough (2002), we write the second generation matrix
at the disease free equilibrium as FV −1, where the ij entry of the matrix F is the rate at
which infected individuals in compartment j produce new infections in compartment i,
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and the jk entry of V −1 is the average duration of stay in compartment j starting from k.
For system (2), we have

F =
(

βI βW

0 0

)
, (6a)

V −1 =
(

1
γ+μ

0
1

γ+μ
1
ξ

)

. (6b)

The basic reproductive number corresponds to the spectral radius of FV −1,

R0 = ρ
(
FV −1

)

= βI + βW

γ + μ
. (7)

System (2) possesses a “disease-free” equilibrium at (s, i,w) = (1,0,0). For R0 > 1
and μ > 0, system (2) also has an “endemic” equilibrium x∗ = (s∗, i∗,w∗), where

(s∗, i∗,w∗) =
(

1

R0
,

μ

γ + μ
(1 − s∗), i∗

)
. (8)

3.2. Epidemic growth rate

It is a general result that the local stability of the disease-free equilibrium is deter-
mined by R0, with stability for R0 < 1 and instability when R0 > 1 (e.g. Theorem 2
in van den Driessche and Watmough, 2002). When R0 > 1, a disease outbreak occurs
(in deterministic systems). The dominant eigenvalue of the Jacobian at the disease free
equilibrium is typically referred to as the initial outbreak growth rate. Below we compute
the initial outbreak growth rate for system (2). This will allow us to examine how varying
the contributions of the different transmission pathways affects the growth rate, and gives
useful results for estimating R0 from an empirically observed growth rate.

Let λ denote the initial outbreak growth rate for system (2). When R0 > 1, calculating
the dominant eigenvalue of the Jacobian at the disease-free equilibrium for system (2)
gives

λ = βI − μ − γ − ξ + √
(βI − μ − γ + ξ)2 + 4ξβW

2

= λ̃ − ξ +
√

(λ̃ + ξ)2 + 4ξβW

2
, (9)

where

λ̃ = βI − (γ + μ). (10)

Note that λ̃ has the same form as the growth rate for a disease outbreak in the classical
SIR model (Anderson and May, 1991). When an outbreak occurs in the limit of no trans-
mission from the water (βW → 0), system (2) collapses to an SIR model and λ → λ̃. In
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addition, since it will be useful later, we note from (9) that

λ ≥ λ̃. (11)

Estimating the basic reproductive number from time series data is often of interest.
Wallinga and Lipsitch (2007) discuss how empirically observed growth rates can be com-
bined with knowledge of the distribution of disease generation times to estimate R0. In
system (2), the generation time is affected by both the mean infectious period and the
pathogen lifetime in the water compartment. Let TI = 1/(γ + μ) denote the mean time
spent in the infectious class, and let TW = 1/ξ denote the mean pathogen lifetime in the
water compartment. After some algebra, Eq. (9) can be rearranged to give the following
expression linking R0 and λ:

Rsiwr
0 = 1 + TIλ

(
1 + TW(λ − λ̃)

)
. (12)

Note that (12) involves both TI and TW . In the limit of no water transmission (in which
case λ = λ̃ as noted above), Eq. (12) reduces to the relationship between the basic repro-
ductive number and growth rate for the SIR model (4):

Rsir
0 = 1 + TIλsir, (13)

where λsir = β − (γ + μ).
To illustrate how the water compartment affects R0 estimates, we compare SIR and

SIWR R0 estimates for the same data set. Suppose that an observed growth rate λobs is
available, for example from incidence time series data. Let parameters be chosen for the
SIR (4) and SIWR (2) systems so that the growth rates for each model match the observed
growth rate λobs. Then the following proposition shows that when the mean infectious
period (1/γ ) and birth rate (μ) are known, the SIWR R0 value is greater than or equal to
the R0 value in the SIR model.

Proposition 1. Let λobs > 0 be fixed. Consider parameters for the SIR (4) and SIWR (2)
systems, such that the growth rates in both models are equal to λobs. Let TI = 1/(γ + μ)

be the same for both models. Let R̂sir
0 , R̂siwr

0 denote the corresponding values for R0 in
systems (4) and (2), respectively. Then R̂siwr

0 ≥ R̂sir
0 .

Proof: From (12), we have R̂siwr
0 = 1 + TIλobs(1 + TW(λobs − λ̃)). From (13), we have

R̂sir
0 = 1 + TIλobs. Subtracting these two expressions gives

R̂siwr
0 − R̂sir

0 = TITWλobs(λobs − λ̃)

= TITWλ(λ − λ̃), (14)

as the growth rate λ of the SIWR model (2) matches the observed growth rate λobs by
assumption. Noting that λ − λ̃ ≥ 0 [cf. (11)] gives that R̂siwr

0 − R̂sir
0 ≥ 0 as claimed. �

From a practical standpoint, Proposition 1 states that if the mean infectious period is
known then neglecting the water compartment and fitting an SIR model to an observed
growth rate results in an underestimate of the reproductive number.
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Growth rate for fixed R0 One way to examine the effect of varying the relative contri-
butions of the person–person and person–water–person transmission pathways on disease
dynamics is to vary βI and βW under the constraint that R0 be kept fixed. The follow-
ing proposition shows that increasing the relative contribution of person–water–person
transmission for fixed R0 > 1 results in a slower epidemic growth rate.

Proposition 2. Let R0 > 1 be held fixed for system (2). Let the growth rate of the epi-
demic, λ, be given by Eq. (9), and let dλ

dβW
denote the total derivative of λ with respect to

βW . Then dλ
dβW

< 0.

Proof: The growth rate λ depends upon both βI and βW . Under the assumption of fixed
R0, βI is determined by βW through the constraint βI = R0(γ + μ) − βW . The basic
reproductive number R0 for system (2) is given by Eq. (12), which involves the term
λ̃ = βI − (γ + μ) [cf. (10)]. We will need the total derivative of λ̃:

d

dβW

λ̃(βI (βW ),βW ) = ∂λ̃

∂βI

∂βI

∂βW

+ ∂λ̃

∂βW

= −1. (15)

Taking the total derivative of both sides of (12) with respect to βW , recalling that R0

is fixed and using (15), we have

0 = TITW

[
dλ

dβW

(λ − λ̃ + ξ) + λ

(
dλ

dβW

+ 1

)]
, (16)

where TI = 1/(γ + μ) and TW = 1/ξ . Solving for dλ
dβW

gives

dλ

dβW

= λ/
[
(λ̃ − λ) − (ξ + λ)

]
. (17)

As R0 > 1, λ > 0. We also have λ̃ ≤ λ [cf. (11)]. Finally, ξ > 0 on physical grounds. Thus,
the numerator is positive and the denominator negative in (17), giving that dλ

dβW
< 0. �

It is instructive to consider the relationship between dλ
dβW

(the total derivative of the
growth rate with respect to βW when R0 > 1 is fixed) and the partial derivatives of λ with
respect to βI , βW :

dλ

dβW

= − ∂λ

∂βI

+ ∂λ

∂βW

. (18)

The growth rate is an increasing function of both βI and βW . Together with Proposi-
tion 2, Eq. (18) shows that the growth rate is more sensitive to person–person transmission
than to person–water–person transmission.

Corollary 1. Let the initial epidemic growth rate λ be given by (9), and let R0 > 1. Then
∂λ
∂βI

> ∂λ
∂βW

.
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Proof: From Proposition 2, we have dλ
dβW

< 0. From (18), dλ
dβW

= − ∂λ
∂βI

+ ∂λ
∂βW

, giving that
∂λ
∂βI

> ∂λ
∂βW

. �

Bounds for estimating R0 from an outbreak growth rate A difficulty in estimating R0

from an observed outbreak growth rate is that the relationship between R0 and λ involves
both person–person (βI ) and person–water–person (βW ) transmission [cf. (12)]. If we
cannot estimate the transmission parameters associated with each transmission route sep-
arately, then the basic reproductive number is not uniquely determined by the observed
epidemic growth rate. In this situation, a range of transmission parameter values βI ,βW

can result in the same specified growth rate, but different R0 values. We can, however,
derive bounds for the possible R0 values.

Consider Eq. (12). Let parameters of system (2) be chosen so that λ matches an ob-
served growth rate λobs. Proposition 1 gives that R0 is minimized when the SIWR model
reduces to an SIR model. Hence, a lower bound for R0 is 1 + TIλ, the reproductive num-
ber for an SIR model. The term λ̃ = βI − (γ + μ) increases with βI . For fixed λ = λobs,
we then have that R0 is a decreasing function of βI . As βI ≥ 0, we have that R0 is maxi-
mized when βI = 0. This gives the following bounds for R0 (which do not depend on the
unobservable transmission rates βI and βW ):

1 + TIλobs ≤ R0 ≤ 1 + TITWλobs(λobs + γ + μ + ξ). (19)

3.3. Stability of the endemic equilibrium

An endemic equilibrium exists for system (2) when R0 > 1. In this section, we analyze
the stability of the endemic equilibrium.

Local stability Consider the Jacobian at the endemic equilibrium:

J |x∗ =
⎛

⎝
− μ

s∗ −βI s
∗ −βWs∗

μ( 1
s∗ − 1) βI s

∗ − (γ + μ) βWs∗

0 ξ −ξ

⎞

⎠ . (20)

The characteristic polynomial is λ3 + a1λ
2 + a2λ + a3, where

a1 = ξ + βWs∗ + μ

s∗ ,

a2 = μ

[
βI (1 − s∗) + ξ

s∗ + βW

]
,

a3 = ξμ(1 − s∗)(βI + βW).

(21)

Since R0 > 1 and s∗ = 1/R0, we have 1 − s∗ > 0, so ai > 0 for i = 1,2,3. The
Routh–Hurwitz criteria give that the endemic equilibrium is stable if a1 > 0, a3 > 0, and
a1a2 > a3. Thus, local stability of the endemic equilibrium is determined by the sign of
a1a2 − a3. This turns out to be always positive:

a1a2 − a3 = ξ 2μ

s∗ + ξμβWs∗ +
(

βWs∗ + μ

s∗

)
μ

[
βI (1 − s∗) + ξ

s∗ + βW

]

> 0. (22)

Thus, the endemic equilibrium in system (2) is locally stable whenever it exists.
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Global stability We now show that whenever it exists the endemic equilibrium for sys-
tem (2) is globally stable. We do this by finding a Lyapunov function of the general form
considered by Korobeinikov and Wake (2002) and Korobeinikov (2004) for the SIR and
SEIR models.

Let Ω denote the phase space (3), and let ΩD denote the subset of Ω where disease is
present, i.e.

ΩD = {
(s, i,w) ∈ Ω : (i,w) �= (0,0)

}
. (23)

We wish to show that when R0 > 1, x(t) → x∗ for any initial condition in ΩD . We do this
by finding a Lyapunov function on the interior of Ω , and then showing that trajectories
starting in ΩD enter the interior of Ω .

Let intΩ = {(s, i,w) ∈ Ω : s �= 0, i �= 0,w �= 0} and let V : intΩ → R be defined as:

V (s, i,w) = s − s∗ log s + i − i∗ log i + βW

βI + βW

γ + μ

ξ
(w − w∗ logw). (24)

Note that V is continuous on intΩ , and has a global minimum at x∗ = (s∗, i∗,w∗).
The time derivative of V is

V̇ = 2μ − μs − μ
s∗

s

− βWs∗i∗
(

i

w
− 1

)
− βWsi∗ w

i
− βI si

∗

= −μ

(
s∗

s
+ s

s∗ − 2

)

− βWs∗i∗
[

i

w
− 1 + s

s∗

(
w

i
− 1

)]

= (βWs∗i∗ − μ)

(
s

s∗ + s∗

s
− 2

)

− βWs∗i∗
(

i

w
+ s

s∗
w

i
+ s∗

s
− 3

)
. (25)

To show that V̇ ≤ 0, we use the fact that the geometric mean is less than or equal to
the arithmetic mean. This is the key to the Lyapunov functions of the form

∑
Cj(xj −

x∗
j logxj ) considered by Korobeinikov and Wake (2002) and Korobeinikov (2004). We

have

1 =
√

s∗

s

s

s∗

≤ 1

2

(
s∗

s
+ s

s∗

)
,

giving s∗
s

+ s
s∗ − 2 ≥ 0. Similarly, we have that i

w
+ s

s∗
w
i

+ s∗
s

− 3 ≥ 0. Thus, examin-
ing (25), we see that to show that V̇ ≤ 0, it suffices to establish that βWs∗i∗ − μ < 0.
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Using the expression for i∗ in (8), we have

βWs∗i∗ − μ = μ

[
βW

γ + μ
s∗(1 − s∗) − 1

]

≤ μ

[
βW + βI

γ + μ
s∗(1 − s∗) − 1

]

= μ

[
1

s∗ s∗(1 − s∗) − 1

]

= −μs∗

< 0, (26)

giving V̇ ≤ 0.

Proposition 3. Let the sets Ω , ΩD and intΩ and the function V : intΩ → R be defined
as above. Let μ > 0 and the basic reproductive number R0 > 1 in system (2), and let x∗
denote the endemic equilibrium given in (8). Then every solution trajectory of (2) with
initial condition in ΩD converges to x∗ as t → ∞.

Proof: First note that solutions starting from ΩD − intΩ enter intΩ . In ΩD − intΩ , we
either have s = 0, or s �= 0 and exactly one of i or w is zero. As ṡ = μ > 0 when s = 0,
it is sufficient to consider the s �= 0 case. In the situation where i = 0 and w > 0, we have
i̇ = βWws > 0. In the case where i > 0 and w = 0, we have ẇ = ξ i > 0. In both cases,
the tangent vectors point into intΩ , and thus x(t) enters intΩ .

From (25), we have V̇ ≤ 0 on intΩ . Let L denote the set of points where V̇ is zero.
As t → ∞, x(t) approaches the largest invariant set in L (cf. Theorem VIII in LaSalle
and Lefschetz (1961)). By Lemma 1, this invariant set is contained in Ωw≤1+ε ⊂ Ω . It
remains to show that the fixed point {x∗} is the only invariant set in L. There are two
cases to consider: βW = 0, and βW > 0.

When βW > 0, L = {s = s∗,w = i}. Let x belong to an invariant set contained in L.
We have s(t) = s∗ and w(t) = i(t) along solution trajectories to (2) in this invariant set.
Setting ṡ = 0 with s = s∗ and w = i gives

μ − (βI + βW)s∗i − μs∗ = 0.

Solving for i, we have

i = μ(1 − s∗)
(βI + βW)s∗ = i∗.

As w = i in L, we have w = i∗ = w∗. Thus, the largest invariant set in L is {x∗}.
Finally, in the βW = 0 case, L = {s = s∗}. Trajectories x(t) belonging to an invariant

set in L have s(t) = s∗. Setting ṡ = 0 with s = s∗ and solving for i gives

i = μ(1 − s∗)/βI s
∗

= μ

γ + μ
(1 − s∗)

= i∗.
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Both s and i are thus constant within invariant sets in L, leaving w as the remaining
one-dimensional system to consider. From the ẇ equation in (2), we have that w(t) is
increasing for w < i∗, and decreasing for w > i∗. Invariance is thus possible only when
w = w∗, giving that the largest invariant set in L consists of x∗ alone. �

3.4. Final outbreak size

In the absence of births and deaths (μ = 0), disease outbreaks in system (2) eventually
“burn out” due to depletion of the susceptible pool. In this section, we consider Z, the
proportion of the population that is eventually infected by a newly invading pathogen
with R0 > 1. A classic result from mathematical epidemiology is the final outbreak size
relation for the SIR model:

Z = 1 − exp(−R0Z). (27)

This relation for the final outbreak size is also valid for many extensions of the basic SIR
model (Kermack and McKendrick, 1927; Ma and Earn, 2006). We show here that the final
outbreak size relation holds for the SIWR system (2) as well, using the same approach as
Ma and Earn’s proof of (27) for staged-progression models (Ma and Earn, 2006). We first
establish that in the absence of births and deaths, disease outbreaks eventually “burn out”.

Lemma 2. Let R0 > 1 and μ = 0 in system (2). Then i(t) → 0 and w(t) → 0 as t → ∞.

Proof: Let Γ+ denote the ω-limit set of the solution trajectory to (2) with initial condition
x0 ∈ Ω . For μ = 0, ṡ ≤ 0. Hence, s(t) is decreasing and bounded below, so s(t) converges
to a limit s̄. The s component of any point in Γ+ is thus equal to s̄.

By Lemma 1, for any ε > 0 Γ+ is contained within the compact set Ωw≤1+ε ⊂ Ω

[cf. (5)]. So, take any point x̄ ∈ Γ+, and consider solution trajectories to (2) starting
from x̄. As Γ+ is invariant (Guckenheimer and Holmes, 1983), s(t) = s̄ along solution
trajectories in Γ+, and thus ṡ = 0 within Γ+. From the ṡ equation in (2), we either have
(i,w) = (0,0), or s̄ = 0. If (i,w) = (0,0) we are done, so consider the case where s̄ = 0.
Fixing s̄ = 0 in (2) gives a linear system for (i,w) with eigenvalues −γ,−ξ . The only
invariant set for this linear system is the origin, giving that the ω-limit set consists of the
point (s̄,0,0). �

We now prove that the final outbreak size relation holds for newly invading pathogens
in system (2) with R0 > 1 and μ = 0.

Proposition 4. Let μ = 0 and R0 > 1 for system (2). Let s0 denote the initial suscepti-
ble proportion, and w0 the initial pathogen level in the water. In the limits s0 → 1 and
w0 → 0, the total proportion of the population infected over the course of an outbreak in
system (2) approaches the solution Z to the final outbreak size relation (27).

Proof: Let

F(t) = log s(t) + βI + βW

γ
r(t) − βW

ξ
w(t).
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Then F(t) is a constant along solution trajectories of system (2). The removed propor-
tion r(t) increases monotonically to a limit r̄ , and s(t) decreases monotonically to s̄. By
Lemma 2, i(t) → 0. As s(t) + i(t) + r(t) = 1, we have that s̄ = 1 − r̄ . Lemma 2 also
gives that w(t) → 0, yielding

lim
t→∞F(t) = log(1 − r̄) + βI + βW

γ
r̄.

On the other hand, at t = 0, we have

F(0) = log s0 + βI + βW

γ
r0 − βW

ξ
w0.

As F is constant along solution trajectories, we have limt→∞ F(t) = F(0):

log(1 − r̄) + βI + βW

γ
(r̄ − r0) + βW

ξ
w0 = log s0.

Letting s0 → 1,w0 → 0 in the resulting expression, and noting that s0 → 1 forces i0 → 0
and r0 → 0, gives

log(1 − r̄) + βI + βW

γ
r̄ = 0.

Finally, noting that r̄ → Z as r0 → 0, and that R0 = βI +βW

γ
when μ = 0, gives the desired

result. �

The final outbreak size relation also holds for the extension of the SIWR model to
include multiple infected compartments. This is demonstrated in the Appendix.

An interesting feature of system (2) is that a newly invading pathogen can take the
form of a sudden pathogen influx in the water, for example through the failure of a water
treatment plant. In this situation, w0 and s0 may both be large. The proof of Proposi-
tion 4 also gives the relationship between the final outbreak size and the initial amount of
pathogen in the water for this situation.

Remark 1. Let μ = 0 and R0 > 1 for system (2). Let s0 denote the initial susceptible
proportion, and w0 the initial pathogen level in the water. In the limit s0 → 1, the final
outbreak size Z satisfies the relation

Z = 1 − exp

(
−R0Z − βW

ξ
w0

)
. (28)

4. Comparison of SIR and SIWR dynamics

The person–person (βI ) and person–water–person (βW ) transmission rates are key pa-
rameters in the SIWR system (2). The basic reproductive number and initial outbreak
growth rate depend upon βI and βW (cf. Section 3), and outbreaks with different (βI , βW )

values may require different intervention strategies. Methods for estimating the extent of
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transmission through these different transmission pathways are of interest (Brookhart et
al., 2002).

In this section, we examine whether βI and βW values are identifiable from incidence
time series data alone. In particular, can solution trajectories from the SIR [i.e. βW = 0
in system (2)] and SIWR models be distinguished from one another? This is particularly
relevant given the continued use of SIR models for waterborne diseases (Koelle et al.,
2005, 2006). Section 4.1 presents a fast–slow analysis of the SIWR model, which indi-
cates that the transmission parameters will be un-identifiable when the water compartment
dynamics are sufficiently fast. Section 4.2 uses parameter estimation methods to compare
the SIR and SIWR models by fitting the SIR model to SIWR solution trajectories. These
numerical results suggest that the transmission parameters are likely un-identifiable from
incidence data even when the water compartment dynamics are slow. The results also il-
lustrate some biological implications of incorrectly estimating the contributions from the
different transmission pathways.

4.1. SIWR as a fast–slow system

It is instructive to consider (2) in the context of fast–slow systems (Jones, 1995). These
are systems in which there are two natural timescales that are sufficiently different that
the dynamics can be separated into fast and slow subsystems. The fast subsystem can
be approximated by taking the slow variables to be constant, and the slow subsystem
approximated by taking the fast variables to be in equilibrium. Analyzing the fast and
slow subsystem dynamics can give insight into the dynamics of the full system.

In the SIWR model (2), the parameter ξ governs the time scale on which w evolves.
Large ξ corresponds to “fast water dynamics”, i.e. rapid clearance of pathogen from
the water, whereas small ξ (“slow water dynamics”) corresponds to situations in which
pathogen persists in the water for a long time. If ξ and γ have very different magnitudes,
then a separation of time scales exists and the SIWR model can be considered a fast–slow
system. A fast–slow analysis of the situation where pathogen persists much longer in in-
dividuals than in the water (ξ 
 γ ) gives useful insights for comparing SIR and SIWR
dynamics.

A standard approximation for fast–slow systems is the quasi-steady state approxima-
tion, where the fast variables are assumed to be in equilibrium (e.g. see Segel, 1988 for a
classic example). This corresponds to restricting the flow to fixed points of the fast subsys-
tem. As in Jones (1995), we refer to the collection of fixed points of the fast subsystem as
the critical manifold. For large ξ , the w dynamics are fast. Setting ẇ = 0 and eliminating
w from system (2) gives the following equations:

ṡ = μ − (βI + βW)si − μs,

i̇ = (βI + βW)si − μi − γ i,

ṙ = γ i − μr.

(29)

The slow flow equations (29) are exactly the standard SIR equations (4) with transmission
parameter β = βI + βW . The critical manifold is attracting in the fast (w) subsystem
of (2). Fenichel’s work (Fenichel, 1971) gives the existence of an attracting manifold that
is invariant for the full SIWR system and O(1/ξ) distance from the critical manifold. As
ξ increases, the quality of the quasi-steady state approximation improves. Thus, we can
only hope to identify the sum of the transmission rates βI +βW , and not the individual βI

and βW values, when pathogen dynamics in the water compartment are sufficiently fast.
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Fig. 2 Result from fitting the SIR system (4) to the SIWR system (2). Reference SIWR incidence
curve 
r(t) given by solid blue line, best fit SIR incidence curve given by black squares. SIWR pa-
rameter values: βI = 0.6217, βW = 0.6217, γ = 0.1340, ξ = 0.0333, μ = 0. SIR parameter values:
β = 0.6509, γ = 0.1431, μ = 0. Integration time span from 0 to 56 days. Initial conditions s0 = 0.99,
i0 = 0.01, r0 = 0 in both models, and w0 = 0 in the SIWR model. See Section 4.2 for parameter estima-
tion details. (Color figure online.)

4.2. Fitting SIR to SIWR

Estimating βI and βW from incidence time series data may be impossible even when
pathogen dynamics in the reservoir are slow. Figure 2 shows two hypothetical daily inci-
dence curves, with one curve generated by a SIWR model, and the other by a SIR model.
The two curves lie nearly on top of one another. Distinguishing between these two curves
will be difficult, if not impossible, when fitting the models to data. Note that R0 for the
SIR model is much smaller than the SIWR R0 value (4.5 vs. 9.3). Figure 3 shows another
example of similar incidence curves for the SIR and SIWR models. In Fig. 3, the R0 val-
ues for the two models are similar (SIR 2.6, SIWR 2.7), but the SIR infectious period is
much longer than the SIWR value (22.5 days vs. 12.6 days).

SIR and related models lacking a water compartment are often used to model wa-
terborne diseases. Figures 2 and 3 suggest that while these models may be capable of
closely fitting incidence or mortality data, the resulting fits may incorrectly estimate bio-
logically important quantities such as R0 or the infectious period. To further examine this,
we use Latin squares (Mckay et al., 1979; Saltelli et al., 2000) to explore the (R0,1/γ )

parameter space in the SIWR system. Values for the basic reproductive number and infec-
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Fig. 3 Result from fitting the SIR system (4) to the SIWR system (2). Reference SIWR incidence
curve 
r(t) given by solid blue line, best fit SIR incidence curve given by black squares. SIWR pa-
rameter values: βI = 0.1072, βW = 0.1072, γ = 0.0793, ξ = 0.0333, μ = 0. SIR parameter values:
β = 0.1176, γ = 0.0445, μ = 0. Integration time span from 0 to 258 days. Initial conditions s0 = 0.99,
i0 = 0.01, r0 = 0 in both models, and w0 = 0 in the SIWR model. See Section 4.2 for parameter estimation
details. (Color figure online.)

tious period were randomly selected, and a corresponding “reference” solution trajectory
generated from the SIWR model. Values for R0 and γ were then estimated in the SIR
system to best fit the reference trajectory, and the goodness of fit between the estimated
SIR reproductive number and infectious period and the “true” SIWR values was exam-
ined.

4.2.1. Methods
Reference SIWR trajectories were generated by Latin square sampling from (R0,1/γ ) ∈
[1.1,25] × [0.3,30] (where the unit of 1/γ is days). The pathogen lifetime in the water
compartment was fixed at 1/ξ = 30 days. The fraction of the total transmission rate due
to person–person transmission, βI /(βI + βW), was set to 0.5, and initial conditions were
fixed at s0 = 0.99, i0 = 0.01, w0 = 0, r0 = 0. Incidence was defined as 
r(t), the daily
change in the recovered compartment. The reference trajectory time span was determined
by integrating until incidence decreased below a threshold fraction of the maximum inci-
dence. A threshold fraction of 0.005 was used throughout.

Simulated annealing (Press et al., 1992) combined with the Nelder–Mead simplex
method (Nelder and Mead, 1965) was used to fit the SIR model to the reference tra-
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jectories. The Nelder–Mead algorithm is a commonly used, gradient-free optimization
method. In brief, an initial simplex possessing p + 1 vertices is specified, where p is
the number of active optimization parameters. The objective function that is to be min-
imized is evaluated at the simplex vertices. Based upon the objective function values,
new simplex vertices are chosen such that the objective function decreases. Simulated
annealing uses an optimization parameter called the “temperature” to allow for optimiza-
tion methods such as the Nelder–Mead algorithm to occasionally move uphill. This is
done through a sequence of heating-cooling cycles. At the beginning of a cycle, the tem-
perature is high, and parameter steps that increase the objective function are accepted
relatively frequently. The temperature decreases over the heating-cooling cycle, mak-
ing uphill parameter steps increasingly unlikely. Further details can be found in Press
et al. (1992). Active parameters for the optimization were the transmission rate (β) and
the recovery rate (γ ). The objective function was least squares on the daily incidence
curve 
r(t).

A total of 175 reference trajectories were generated. One hundred heating-cooling cy-
cles were used for each reference trajectory to estimate parameters in the SIR system.
The initial simplex vertices were selected as follows. The (β, γ ) parameter values that
matched the SIR R0 and growth rate values to those of the reference trajectory were con-
sidered, together with the points (0.1,1), (20,10), and (0.5,0.2). Of these four points, the
three corresponding to the smallest objective function values were chosen for the initial
simplex. Termination criteria for the objective function and change in the objective func-
tion were both set to 10−5. All computations were performed in MATLAB (source code
available upon request).

4.2.2. Results
The estimated (SIR) and actual (SIWR) basic reproductive numbers and infectious periods
were compared using the (natural) log of the ratio of the estimated to actual value. Positive
values indicate over-estimates, and negative values under-estimates.

Let T siwr
I , T sir

I denote the infectious period of the reference SIWR and estimated SIR
models, and let Rsiwr

0 , Rsir
0 denote the SIWR and SIR basic reproductive numbers, re-

spectively. Figure 4 plots log(Rsir
0 /Rsiwr

0 ) against log(T sir
I /T siwr

I ), with the value of Rsiwr
0

indicated in color. The log(T sir
I /T siwr

I ) and log(Rsir
0 /Rsiwr

0 ) values are strongly correlated,
with the majority of points lying within a strip in the log(T sir

I /T siwr
I ) − log(Rsir

0 /Rsiwr
0 )

plane, running roughly from (0.1,−0.7) to (0.6,0). The values of log(T sir
I /T siwr

I ) and
log(Rsir

0 /Rsiwr
0 ) are furthermore strongly correlated with Rsiwr

0 . Large Rsiwr
0 values tend to

correspond to accurate infectious period estimates and under-estimated basic reproduc-
tive numbers. As Rsiwr

0 decreases, the values of log(Rsir
0 /Rsiwr

0 ) and log(T sir
I /T siwr

I ) tend
to increase. Small Rsiwr

0 values correspond to infectious period over-estimates.
Figure 5 further illustrates the correlation between the estimated SIR and actual SIWR

reproductive number by plotting log(Rsir
0 /Rsiwr

0 ) against Rsiwr
0 . The Latin square sam-

pling protocol draws parameter values for the reference SIWR trajectories from a two-
dimensional space. Despite this, the plot of log(Rsir

0 /Rsiwr
0 ) against Rsiwr

0 is nearly one-
dimensional. Small SIWR R0 values are accurately estimated, while large R0 values are
under-estimated. The ratio of estimated to actual R0 is roughly constant for SIWR R0

values larger than 7.
The SIR infectious period estimates also appear to depend heavily upon the SIWR R0

value. Figure 6 plots log(T sir
I /T siwr

I ) against Rsiwr
0 . Again, the plot appears nearly one-

dimensional. Small SIWR R0 values correspond to over-estimated infectious periods,
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Fig. 4 Latin square and simulated annealing results from fitting the SIR system (4) to the SIWR sys-
tem (2). Accuracy of the infectious period estimates [log(T sir

I
/T siwr

I
)] on the x-axis, accuracy of the basic

reproductive number estimates [log(Rsir
0 /Rsiwr

0 )] on the y-axis. Color of the plotted points indicates the

value of Rsiwr
0 . See Section 4.2. (Color figure online.)

while large R0 values correspond to accurate infectious period estimates. For R0 > 5, the
estimated infectious periods are accurate to within 14%.

Basic reproductive number under-estimates Large Rsiwr
0 values correspond to accurate

SIR estimates of the infectious period, but under-estimates of the basic reproductive num-
ber (Figs. 4–6). To understand this, first note that while the final outbreak size Z is deter-
mined by the basic reproductive number [cf., (27)], Z is relatively insensitive to R0 when
R0 is large. There is thus greater allowance for incorrectly estimating the basic repro-
ductive number when Rsiwr

0 is large, as a decent match to the final outbreak size may still
occur despite the incorrect R0 estimate. For large R0, the proportion of the population that
is susceptible at peak incidence is small. In this situation, the decreasing portion of the
incidence curve is largely due to transfer of individuals to the recovered (r) compartment
who are already infected at the time of peak incidence. This transfer rate is determined
by the infectious period. Provided there is a good fit to the peak incidence amplitude, the
SIR estimate of the infectious period will thus tend to be accurate. From Proposition 1, we
know that if the infectious periods and growth rates of the SIR and SIWR models match,
then the SIR R0 value will be less than or equal to the SIWR R0 value.
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Fig. 5 Latin square and simulated annealing results from fitting the SIR system (4) to the SIWR sys-
tem (2). Accuracy of the basic reproductive number estimates [log(Rsir

0 /Rsiwr
0 )] plotted against Rsiwr

0 .
Note that the plot is nearly one dimensional, despite Latin square sampling from a two dimensional space.
See Section 4.2.

Infectious period over-estimates The infectious period in the SIR system is over-
estimated when Rsiwr

0 is small. To understand this, note that the final outbreak size is
increasingly sensitive to R0 as R0 decreases. When R0 is small, a good estimate of R0

is important for obtaining a reasonable least squares fit to the incidence curve. The SIR
infectious period needed to match both R0 and the growth rate in the SIWR model is
T siwr

I [1 + TW(λ − λ̃)]. As λ ≥ λ̃ [cf., (11)], matching the basic reproductive number and
growth rate leads to an over-estimate of the true infectious period.

Outliers Three outliers are apparent in Fig. 4. The outlier in the lower left of the figure
(with log(Rsir

0 /Rsiwr
0 ) < −1) corresponds to a rapid outbreak which is over after 3 days.

The daily incidence measurements used in the objective function are too widely spaced for
such a brief outbreak. Using a finer time resolution for the incidence curve removes this
outlier. The remaining two outliers in the upper right of the figure (log(T sir

I /T siwr
I ) > 1)

correspond to poor SIR fits to the SIWR trajectories. These fits can be greatly improved
by including the initial conditions as active optimization parameters, or by using an SEIR
rather than an SIR model. A thorough examination of how R0 and infectious period esti-
mates are affected by the initial conditions and number of infected compartments in the
model is an area for future work.
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Fig. 6 Latin square and simulated annealing results from fitting the SIR system (4) to the SIWR sys-
tem (2). Accuracy of the infectious period estimates [log(T sir

I
/T siwr

I
)] plotted against Rsiwr

0 . Note that
the plot is nearly one dimensional, despite Latin square sampling from a two dimensional space. See Sec-
tion 4.2.

5. Discussion

Multiple transmission routes are a ubiquitous feature of waterborne diseases. The SIWR
model (2) provides an ODE framework for examining how these transmission routes in-
fluence disease dynamics. The analysis presented here illustrates how multiple transmis-
sion routes and persistence in a reservoir outside of human hosts can affect fundamental
characteristics such as the basic reproductive number and epidemic growth rate. Esti-
mates of R0 and infectious period can be sensitive to the relative contributions of the
different transmission pathways and the pathogen lifetime in the water. This sensitiv-
ity is relevant for dynamical studies of waterborne diseases because basic life history
and epidemiological traits remain uncertain for many waterborne pathogens. Previous
studies have emphasized the roles of asymptomatic infection (Eisenberg et al., 2002;
King et al., 2008), length of infection-derived immunity (King et al., 2008), long term
disease carriers (Cvjetanovic et al., 1978), and hyper-infectious pathogen states (Hartley
et al., 2006) on waterborne disease dynamics. This paper indicates the importance of also
considering multiple transmission pathways.

In the SIWR model (2), an infected individual generates secondary infections both
through direct contact with susceptible individuals, as well as by pathogen shedding into
the water compartment. Disease transmission through the water can be thought of as a
delayed transmission route, as pathogens must first pass through the water compartment
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before reaching a susceptible host. Considering person–water–person transmission in this
way gives an intuitive understanding of our finding that when R0 is fixed, increasing
the relative contribution of person–water–person transmission results in a slower growth
rate (Proposition 2). We can think of an infected individual as having an effective in-
fectious period which takes into account both person–person and person–water–person
transmission. This effective infectious period increases as the relative contribution of wa-
terborne transmission increases. In order for R0 to be fixed, the epidemic growth rate
must decrease to compensate. Similarly, regarding waterborne transmission as a delayed
transmission route gives insight into our finding that using an SIR instead of an SIWR
model can lead to over-estimates of the infectious period. This is the expected result if the
true infectious period in the SIR model were replaced with the longer, effective infectious
period which accounts for waterborne transmission.

The model and analysis presented here concern the simple case where both the in-
fectious period and pathogen lifetime in the water are exponentially distributed. These
assumptions are likely to be unrealistic for many diseases. Examining the effect of non-
exponentially distributed infectious periods and pathogen lifetimes in the water on the
results presented in this paper is an area for future work.

The SIWR model is a general framework that can be adapted for different specific
diseases. Whether the distinction made in the SIWR model between person–person and
person–water–person transmission is important depends upon the length of time that
the pathogen in question can persist in the water compartment. This will vary between
pathogen types, and depend upon environmental conditions such as temperature, salin-
ity, pH, and light (King and Monis, 2007; Thomas et al., 1999). Decay rates are often
quite slow, with survival times of up to several months reported for Giardia (Flana-
gan, 1992), Cryptosporidium (Robertson et al., 1992), and Campylobacter (Rollins and
Colwell, 1986; Thomas et al., 1999). Pathogens such as Campylobacter, E. coli, and
V. cholerae can also enter non-culturable but viable life stages, which have still slower
decay rates (Rollins and Colwell, 1986; Xu et al., 1982). Permanent environmental reser-
voirs exist for some species. One such example is V. cholerae persisting indefinitely in
marine and estuarine environments in association with plankton (Tamplin et al., 1990).

Many different specific transmission pathways may exist for a given disease. How
these pathways fit into the person–person and person–water–person pathways in the
SIWR framework—and whether changes to this framework are needed—will depend
upon the time scales associated with the different pathways. For example, it is reason-
able to include food-borne transmission associated with infected food handlers into the
person–person pathway if the pathogen decay rate in the food is rapid. On the other hand,
if the pathogen decay rate in food or on door and tap handles is slow, as may be the case
for norovirus (Barker et al., 2004; Duizer and Koopmans, 2006), then additional compart-
ments in the model may be necessary. Permanent environmental pathogen reservoirs are
another important consideration. Introducing background reservoir transmission into the
SIWR model, such as the reservoir-person transmission term in King et al. (2008), may
be suitable for pathogens such as V. cholerae.

Environmental factors and ecological interactions play important roles in waterborne
disease dynamics. The SIWR framework provides a convenient starting point for explor-
ing possible mechanisms by which different environmental and ecological factors affect
disease dynamics. Pathogen dynamics in the water compartment of (2) can be modified
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to reflect interactions between different pathogen strains (Koelle et al., 2006), interac-
tions with other species (e.g. V. cholerae and bacteriophage (Jensen et al., 2006) or cope-
pods (Tamplin et al., 1990)), external pathogen inputs such as run-off, which may be
affected by rainfall or other weather conditions (Auld et al., 2004; Curriero et al., 2001;
Jones, 2001), seasonal conditions in the water reservoir (King et al., 2008), and variations
in climate such as El Niño (Pascual et al., 2000). Agricultural land use and eutrophication
are also concerns (Wu, 1999).

Estimating the extent to which different transmission pathways contribute to a disease
outbreak is challenging. Our comparison of the SIR and SIWR models indicates that sep-
arating the contributions from person–person and person–water–person transmission in
the SIWR model may be impossible from incidence data alone. Brookhart et al. (2002)
similarly found that the degree of person–person transmission could not be confidently
estimated from incidence data for the 1993 Milwaukee Cryptosporidium outbreak with-
out knowing the extent of asymptomatic infections. Time series data on pathogen levels in
environmental water sources could be helpful for estimating transmission parameters for
the different pathways, provided that pathogen infectivity while in the water is known. En-
vironmental pathogen measurements would also be valuable for examining spatial spread
of waterborne disease outbreaks.
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Appendix: Multi-stage generalization

In this Appendix, we present model equations for extending system (1) to include n in-
fected compartments. We refer to the resulting model as the SInWR system. We compute
the basic reproductive number of the SInWR model, and show that the final outbreak size
relation (27) holds for this system.

A.1 SInWR model equations

Figure A.1 shows the flow diagram for an extension of system (1) to include n infected
compartments. The corresponding system of differential equations is given below:

Ṡ = μN − bWSW −
∑

k

bIk SIk − μS,

İ1 = bWSW +
∑

k

bIk SIk − γ1I1 − μI1,

...

İk = γk−1Ik−1 − γkIk − μIk, (A.1)
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Fig. A.1 Flow diagram for the SInWR model (A.1). See Tables 1–2.

...

Ẇ =
∑

k

αkIk − ξW,

Ṙ = γnIn − μR.

Note that distinct parameters exist for the person–person transmission rate (bIk ), person–
water pathogen shedding rate (αk), and decay rate (γk) for each infected compartment.

Introducing non-dimensional variables s = S/N, ik = Ik/N, r = R/N,w = ξ

N
∑

k αk
W ,

and scaled transmission and shedding parameters βIk = bIkN , βWk
= bWNαk/ξ , and ak =

αk/
∑

j αj , gives the following scaled system:

ṡ = μ − sw
∑

k

βWk
− s

∑

k

βIk ik − μs,

i̇1 = sw
∑

k

βWk
+ s

∑

k

βIk ik − γ1i1 − μi1,

...

i̇k = γk−1ik−1 − γkik − μik
...

ẇ = ξ

(∑

k

akik − w

)
,

ṙ = γnin − μr.

(A.2)

The scaled pathogen shedding parameters ak are normalized versions of the αk , such
that

∑
k ak = 1. The ẇ term in system (A.2) involves a weighted average of the ik , with

weights given by ak .
It is convenient to let βW = ∑

βWk
. Then we have βWk

= akβW .

A.2 Basic reproductive number

As in Section 3.1, let FV −1 denote the next generation matrix at the disease free equi-
librium (van den Driessche and Watmough, 2002). For system (A.2), the rate of new
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infections corresponds to

F =

⎛

⎜⎜
⎝

βI1 . . . βIn βW

0
. . .

. . .

0

⎞

⎟⎟
⎠ . (A.3)

The matrix of expected residence times V −1 ∈ R
(n+1)×(n+1) is computed from V , whose

entries correspond to transition rates for the disease compartments:

V =

⎛

⎜⎜⎜⎜⎜⎜⎜
⎝

γ1 + μ

−γ1 γ2 + μ

−γ2 γ3 + μ

.. .
. . .

−γn−1 γn + μ

−ξa1 −ξa2 . . . −ξan−1 −ξan ξ

⎞

⎟⎟⎟⎟⎟⎟⎟
⎠

. (A.4)

See van den Driessche and Watmough (2002) for details.
Let Ṽ −1 denote the upper left n × n block of V −1. The entries of Ṽ −1 are given by

Ṽ −1
ij =

⎧
⎪⎪⎨

⎪⎪⎩

0, i < j,

1/(γi + μ), i = j,
∏i−1

k=j
γk

∏i
k=j (γk+μ)

, i > j.

(A.5)

The entries of the last row of V −1 are

V −1
n+1,j =

{∑n

k=j akṼ
−1
kj 1 ≤ j ≤ n,

1/ξ j = n + 1.
(A.6)

The basic reproductive number corresponds to the (1,1) entry of FV −1:

R0 = ρ
(
FV −1

)

=
n∑

j=1

βIj Ṽ
−1
j,1 + βW

n∑

j=1

aj Ṽ
−1
j,1

=
n∑

j=1

βIj Ṽ
−1
j,1 +

n∑

j

βWj
Ṽ −1

j,1

=
n∑

j=1

(βIj + βWj
)Ṽ −1

j,1

= βI1 + βW1

γ1 + μ
+ (βI2 + βW2)

γ1

(γ1 + μ)(γ2 + μ)
+ · · ·

+ (βIn + βWn)
γ1 · · ·γn−1

(γ1 + μ) · · · (γn + μ)
. (A.7)
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In the case where μ = 0, we have the following expression for the basic reproductive
number for system (A.2):

R0 =
n∑

k=1

βIk + βWk

γk

. (A.8)

A.3 Final outbreak size

The final outbreak size relation (27) holds for the SInWR system (A.2) when μ = 0 and
R0 > 1. To see this, first note that when μ = 0, the disease “burns out” as in the SIWR
system (2). The proof is essentially the same as for Lemma 2, so we omit it here. The
following proposition proves the final outbreak size relation for a newly invading pathogen
for system (A.2), using the approach of Ma and Earn (2006).

Proposition A.1. Let μ = 0 and R0 > 1 for system (A.2). Let s0 denote the initial sus-
ceptible proportion, and w0 the initial pathogen level in the water. In the limit s0 → 1,
w0 → 0, the final outbreak size in system (A.2) approaches the solution Z to the final
outbreak size relation (27).

Proof: Let Gk(t) = ∑n

j=k+1 ij (t)+ r(t) for k = 1, . . . , n− 1, and let Gn(t) = r(t). Then

we have Ġk = γkik for k = 1, . . . , n.
Let

F(t) = log s(t) +
n∑

k=1

Gk(t)
βWk

+ βIk

γk

− 1

ξ
βWw(t). (A.9)

Recall that βW = ∑
βWk

. Differentiating F with respect to time gives

Ḟ =
n∑

k=1

βWk
ik − βW

n∑

k=1

akik

=
n∑

k=1

βWk
ik −

n∑

k=1

akβW ik

=
n∑

k=1

βWk
ik −

n∑

k=1

βWk
ik

= 0. (A.10)

Thus, F is constant along solution trajectories. As t → ∞, r(t) increases to a limit r̄ .
As the disease burns out, ik(t) → 0 for k = 1, . . . , n, giving that Gk → r̄ for each k. As
ik(t) → 0 for each k, we also have that s(t) → 1− r̄ . Disease burnout gives that w(t) → 0
as well. Setting F(0) = limt→∞ F(t), we then have

log s0 +
n∑

k=1

Gk(0)
βWk

+ βIk

γk

− 1

ξ
βWw0 = log(1 − r̄) + r̄

n∑

k=1

βWk
+ βIk

γk

. (A.11)
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Now let s0 → 1,w0 → 0 in (A.11). Note that s0 → 1 forces r0 and ik(0) to approach 0,
which in turn means that Gk(0) → 0 for each k. As r0 → 0, r̄ approaches the final out-
break size Z. Finally, substituting the expression (A.8) for R0 when μ = 0 gives the
desired final outbreak size relation (27). �
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