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Summary. This paper presents the implementation of a variational formulation
of brittle fracture mechanics proposed by G.A. Francfort and J.-J. Marigo in 1998.
The essence of the model relies on successive global minimizations of an energy
with respect to any crack set and any kinematically admissible displacement field.
We briefly present the model itself, and its variational approximation in the sense
of Gamma–convergence. We propose a globally convergent and monotonically de-
creasing numerical algorithm. We introduce a backtracking algorithm whose solution
satisfy a global optimality criterion with respect to the time evolution. We illustrate
this algorithm with three dimensional numerical experiments. Then we present an
extension of the model to crack propagation under thermal load and its numerical
application to the quenching of glass.
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Introduction

The work presented here is based an original approach proposed by G. Franc-
fort and J.-J. Marigo in [18, 19]. While this model is still limited to quasi-static
problems under fixed displacement boundary conditions, we extend it to ac-
count for body forces under some restrictions. The main virtue of the model
we use is to remain largely compatible with Griffth theory, departing as lit-
tle as possible to allow crack initiation or branching, path identification, and
interactions between multiple cracks. However, these benefits have a cost in
terms of complexity of the numerical implementation. The Francfort-Marigo
formulation involves a global minimization of a total energy with respect to
any admissible crack set and displacement field, and requires specialized nu-
merical tools which we present in this article.
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1 Francfort and Marigo’s model for quasi-static brittle
fracture

The brittle fracture formulation studied in this paper was first introduced
by G. Francfort and J.J. Marigo, see [18, 17, 16, 12, 13] for a comprehensive
presentation of the model. We will only briefly recall the essential points of this
approach. As the emphasis of this paper is on the numerical implementation,
we limit ourselves to a time discrete formulation. The reader will refer to [17,
16] for the time-continuous limit of the model. We differ from the original
in that we consider body forces (under some restrictions) while the original
formulation is restricted to fixed displacement boundary conditions.

In all that follows, we consider a two or three dimensional body with ref-
erence configuration Ω ⊂ RN (N = 1, 2, 3) open, bounded with Lipschitz
boundary. We assume that Ω can be partitioned into two connected subdo-
mains ΩF and ΩD, corresponding respectively to a fragile and ductile mate-
rials with Hooke’s law AF and AD. We suppose that a part ΩD,0 ⊂ ΩD with
non-null measure is clamped while ∂Ω \ ∂ΩD,0 remains traction free.

The first key ingredient of the Francfort-Marigo model is to identify the
cracks of the brittle material with the discontinuities of the displacement
field. For that matter, we consider displacement fields in the space of Special
Functions of Bounded Deformations (SBD). A detailed presentation of the
space SBD is far beyond the scope of this article, the key point here is that
any function u ∈ SBD may be discontinuous, and that one can define its
discontinuity set (or jump set) Ju.

We consider P + 1 time steps 0 ≤ t(0) < ... < t(P ) = T . At each time step
t(p), we apply a force f(t(p);x) on ΩD. In the sequel, we will assume that f
depends linearly on t, that is that f(t;x) := t.f(x).

The set of kinematically admissible displacement fields is

K(p)
A :=

{
u ∈ SBD(Ω) ; u(x) = 0 a.e. in ΩD,0 ; Ju ⊂ Ω̄F ; ‖u‖∞ ≤M

}
, (1)

where M is an arbitrarily large constant whose role is purely technical. Again
we will refer the reader to [18, 17] for a complete exposition of the model.

In order to account for the irreversible nature of the fracture process, we
define the total jump set at time step p of a sequence

(
u(0), . . . , u(P )

)
by

Γ (p)
u :=

⋃
0≤s≤p

Ju(s) . (2)

Note that we have trivially that Γ
(s)
u ⊂ Γ

(p)
u for any s ≤ p so that the total

crack set indeed grows monotonically.
The second key of Francfort Marigo is the global minimization of a total

energy with respect to any admissible displacement field. For that, we define
the bulk, surface, and total energies by
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Eb(u(t(p))) :=
1
2

∫
ΩF

AFe(u) : e(u) dx

+
1
2

∫
ΩD

ADe(u) : e(u) − 2f · u dx, (3)

Es(u(t(p))) := γHN−1(Γ (p)
u ), (4)

E(u(t(p))) := Eb(u(t(p))) + Es(u(t(p))), (5)

whereHN−1 denotes the N−1–dimensional Hausdorff measure (i.e. the length
in two dimensions and surface in the three dimensional case), e(u) denotes
the symmetrized gradient of u, and γ is the fracture toughness of the brittle
material considered. At time t(p), the displacement field u(t(p)) is solution of
the global minimization problem:

inf
u∈K(p)

A

E(u), (6)

and will denote by E(t(p)) the total energy E(u(t(p))). Similarly, by Es(t(p))
and Eb(t(p)), we refer to the surface and bulk energy of the solution of (6).

As the crack set at time t is given through a global minimization process
among all possible crack states, the Francfort-Marigo model does not require
a priori knowledge of the crack path. It does not even require the existence
of an initial crack. It also does not assume smooth propagation of cracks (i.e.
that the surface energy Es(t) is a continuous function of t). Indeed, as we
will see in the numerical experiments, it is often the case that the total crack
length is a discontinuous function of the time, a phenomenon we will refer to
as brutal crack propagation.

2 Numerical implementation

In order to discretize the Francfort-Marigo functional, one needs to be able to
approximate any function in SBD. This is by nature more complicated that
building a discrete space allowing jumps across a known curve or surface.
For that reason, the extended finite elements method is not easily applicable.
This model also requires the ability to accurately approximate the location
of the cracks, as well as their length, which may not be possible if the cracks
are restricted to propagate along edges of faces in between elements like in
a discontinuous Galerkin or cohesive finite element methods, for instance.
Lastly, in light of [14], it is expected that in absence of singularity in the
deformation field, cracks initiation will always be brutal. In particular, this
means that sensitivity with respect to “small” cracks will never provide a
descent direction toward a global minimizer of the Francfort-Marigo energy,
in the case of “brutal” crack evolution.

Several methods have been proposed, based on discontinuous (see [21]) or
adaptive (see [9, 24]) finite elements. Our previous experience with adaptive
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finite elements is that the mesh adaption step can introduce artificial local
minimizers and render the global minimization of Eε practically impossible.
The method which we present here relies on approximating the Francfort-
Marigo energy, in the sense of Γ–convergence, by means of elliptic functionals.
It is similar to the one proposed in [3, 4] for the Mumford-Shah functional,
inspired by a now classical example in phase transition by [22, 23, 2] and
extended in [6, 12, 13, 20].

2.1 Approximation of the Francfort-Marigo energy

Following [3, 4], we introduce a secondary variable v ∈W 1,2(Ω), representing
the crack in some sense, and for any ε > 0, ηε = o(ε), and αε = o(ε), we
define

Eε(u, v) := Eb
ε(u, v) + Es

ε(v) :=
1
2

∫
ΩF

(
v2 + ηε

)
AFe(u) : e(u) dx

+
1
2

∫
ΩD

ADe(u) : e(u) − 2f · u dx + γ

∫
Ω

(1− v)2

4ε
+ ε|∇v|2 dx. (7)

We do not attempt to prove the Γ–convergence of Eε to E here. However, it
is a known result in the original setting of the Francfort-Marigo model (i.e.
when considering fixed displacement boundary conditions) and does not seem
to be difficult to adapt to this case (see [10, 12, 13, 20]). Using a classical
compactness argument (see for instance [15, 11]), one obtains that the global
minimizers of (uε, vε) of Eε converge to that of E, and that in some weak
sense, the set {x ∈ Ω ; vε(x) ≤ αε} converges to Ju.

In order to account for the irreversibility, we define

K(p)
ε :=

{
x ∈ Ω̄ ; v(p) ≤ αε

}
. (8)

At each time step, we seek for
(
u

(p)
ε , v

(p)
ε

)
solution of the problem

inf8><>: u ∈ K(p)
A

v = 0 on K
(p)
ε .

Eε(u, v). (9)

The last step in view of the numerical implementation of Francfort and
Marigo’s brittle fracture model is its discretization. For the Mumford-Shah
problem, one can consider a discretized version Fε,h of Fε by means of linear
finite elements. Provided that the mesh size h is such that h� ε, it is known
that Fε,h Γ–converges to F (see [5, 7]). Extending this result to our case does
not seem to present any difficulty but is again not the scope of this study. We
will take for granted that the restriction Fε,h of Fε to discrete functions on a
linear finite element space Γ–converges to F . This relation between the mesh
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size and the regularization parameter can be an issue. However, a careful study
of the Γ–convergence results in [5, 7] reveal that the relation h� ε needs only
to be verified “close” to the cracks. Unfortunately, finding the location of the
cracks is the essence of the problem! In the numerical results we present,
we used uniformly fine meshes, which can result very large meshes (typically,
10,000 to 50,000 elements in two dimensions and 200,000 to 1,500,000 elements
in three dimensions).

2.2 Minimization methods

A major hurdle in the way of the minimization of (7) is its non-convexity.
However, it is easy to see that Eε is convex with respect to each of its argu-
ments separately, and can therefore be iteratively minimized with respect to
u and v. In the experiments presented later we used the following alternate
minimization algorithm, δ being a fixed tolerance parameter:

Algorithm 1 The alternate minimization algorithm

1: Let i = 0 and v0 := v
(p−1)
ε if p > 0 or v0 = 1 if p = 0.

2: repeat
3: i← i + 1
4: Compute ui := argminu Fε(u, vi−1) with ui = 0 on ΩD,0.
5: Compute vi := argminv Fε(ui, v) under the constraint vi = 0 on K

(p−1)
ε

6: until ‖vi − vi−1‖∞ ≤ δ

7: Set u
(p)
ε := ui and v

(p)
ε := vi

It can be proved (see [8]) that in cases where the crack propagation is smooth,
this algorithm converges to the global minimizer, provided that the time dis-
cretization is fine enough. In cases where cracks propagate brutally, this algo-
rithm can only be proved to converge to a critical point of Eε, which may be
a local (or a global) minimizer, but also a saddle point for Eε. In some cases,
the local minimizers of Eε can be proved to converge to local minimizers of
E, but no such a thing can be said of its saddle points.

A full treatment of saddle points would require studying the stability of
critical points, and has not been implemented yet. In order to detect some
saddle points and local minimizers, we implemented a backtracking in time
algorithm, based on necessary condition for optimality of the crack evolution
with respect to time. In the sequel, we assume that the boundary condition
grows linearly with time, i.e. that g(t;x) := tg(x). If this is the case, it is
easy to see that if (u(p), v(p)) is admissible for Eε at time step t(p), then
for any 0 ≤ r ≤ p,

(
t(r)

t(p) u
(p), v(p)

)
is admissible for t(r). Noticing then that

Eb
ε

(
t(r)

t(p) u
(p), v(p)

)
=

(
t(r)

t(p)

)2

Eb
ε(u

(p), v(p)), we see that if u(r) and u(p) are

global minimizers of E at time steps t(r) and t(r), then one necessarily has
that
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Eε(u(r), v(r)) ≤
(

t(r)

t(p)

)2

Eb
ε(u

(p), v(p)) + Es
ε(v(p)), for any 0 ≤ r ≤ p. (10)

In order to ensure that condition (10) is satisfied at each time step, we
implemented the following backtracking algorithm, δε being a small tolerance
parameter:

Algorithm 2 The backtracking algorithm
1: v0 ← 1
2: repeat
3: Compute (u(p), v(p)) using the alternate minimization algorithm initial-

ized with v0.
4: Compute the bulk energy Eb

ε(u
(p), v(p)) and the surface energy Es

ε(u(p), v(p))
5: for r = 1 to p− 1 do

6: if Eε(u(r), v(r))−
(

t(r)

t(p)

)2

Eb
ε(u

(p), v(p))− Es
ε(v(p)) ≥ δε then

7: v0 ← v(p)

8: p← r
9: return to 3:

10: end if
11: end for
12: v0 ← v(p)

13: p← p + 1
14: until p = P

3 Numerical Experiments

We present some numerical experiments based on the formulation and algo-
rithms presented above. We consider a three dimensional cylinder of radius 2
and length 10, along the z–axis reinforced in its center by a ductile shaft of
radius .5 (depicted in light grey in Figure 1) capped at each end by a rigid
reinforcement (in black in Figure 1). The elastic moduli of both materials are
E = 1 and ν = .2, while the fracture toughness is normalized to γ = 1. The
bottom cap is clamped while on the top one, a body force is applied along the
positive z direction. On the brittle material, we initiated a hairline crack along
a disk of radius .4 centered at the edge of the outer cylinder, and forming an
angle of 30 degrees with the xy–plane.

The domain is meshed using 130,950 nodes and 584,150 linear tetrahedral
elements. The magnitude of the force varies linearly between .5 and 5.5 in 250
time steps.

Figure 2 represent the evolution of the total and surface energies between
the times t = 1.4 and t = 1.9. The location of the crack set at various times
is shown in Figure 3. In these figures, the part of the domain corresponding
to the britle material has been removed, and the ductile reinforcement is
transparent. The upper and lower rows of figures correspond to the same
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Fig. 1. Computational domain. Front, side and top views

time steps seen from different angles. The crack is represented by plotting the
iso-volume v ≤ 5.0E− 2.

The outcome of the alternate minimizations, combined with the backtrack-
ing is as follows:

• For 0 ≤ t ≤ 1.76, no crack appears, however, the numerical solution ex-
hibits some spurious surface energy (the lower branch of the dotted curve
on Figure 2–right).

• At t = 1.7, the minimization algorithm bifurcates towards a cracked solu-
tion, and the surface energy jumps from 2.48 to 6.49. However, the total
energy jumps from -12.5 to -14.2, which is forbidden by (10). The algo-
rithm backtracks then to t = 1.5, time of the first violation of (10).

• Restarting from t = 1.5, alternate minimization lead to a smooth propa-
gation of the crack until t = 1.82.

• At t = 1.84, the minimization algorithm bifurcates again towards a solu-
tion with an helicoidal crack. Again, the total energy jumps, which is in
contradiction with (10), and the algorithm backtracks to t = 1.64

• At t ≥ 1.64, the crack continue to grow, this time along the interface
separating the fiber and the matrix (two rightmost figures in Figure 3).
The evolution is smooth and the surface energy is continuous.

The final evolution can be summarized as follows:

• For 0 ≤ t ≤ 1.50, no crack appears.
• At t = 1.5, a crack appears brutally starting from the existing notch (see

Figure 3–left). The surface energy jumps (see the first jump of the plain
curve in Figure 2–right).

• This crack propagates slowly for 1.50 ≤ t ≤ 1.62 (see the slow growth
of the plain curve in Figure 2–right) until it reaches the configuration in
Figure 3 (second from the left).

• At t = 1.64, the crack propagates brutally again along a helicoidal path
(Figure 3 center). The surface energy jumps again (second jump of the



8 B. Bourdin

plain curve in Figure 2–right). The crack spreads along the entire width
of the brittle part, from the reinforcement until the edge of the matrix.

• For t > 1.64, a second branch of the crack develops along the reinforcement–
matrix interface.

The total final and surface energy are represented by the plain lines in
Figure 2. Using the backtracking algorithm, the total energy is continuous,
(which is mandated by (10)), while solutions obtained without backtracking
can enjoy discontinuities (see [24] Figure 11 or [10] Section 3.2). While we can
still not guaranty that our solution corresponds to a global minimizer of the
Francfort-Marigo energy, its energty is certainly less that that of a solution
obtained without backtracking step (which would correspond to the upper
envelope of the dashed curve in Figure 2–left).

This experiment also illustrates another strength of the Francfort-Marigo
model and of our implementation. Recall again that in this experiment, the
crack path (which is far from obvious) was not not known a priori. Using the
Francfort-Marigo model, we were able to compute the crack path, as well as
the position of the crack along this path. By using the approximation in the
sense of Γ–convergence, we were able to represent complicated geometries.
Note how the branch growing along the interface and the helix crack merge
at t = 3.08. One of the virtue of our representation of the crack set is that it
allows for such complicated change of topology without any special numerical
treatment.

Fig. 2. Total and surface energy as a function of the load

4 Extensions to thermal loads

We present here some preliminary results on the extension of the Francfort-
Marigo model to thermal loads.

In all that follows, we consider a given temperature field θ(t;x). In doing
so, we assume that a thermal analysis of the problem can be made a priori, and
in particular we neglect the effect of the cracks on the thermal conductivity of
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Fig. 3. Traction on a cylinder reinforced in its center. Isovolume v ≤ 5.0E − 2,
representing the crack set at times t =1.5, 1.58, 1.6, 3.08 and 5.5.

the sample. Denoting by α the thermal expansion coefficient of the material,
the bulk term of the total energy becomes

Eb(u(t(p))) :=
1
2

∫
Ω

Ae(u) : e(u)− 2
αE

1− ν
θ(t(p);x)tre(u) dx, (11)

and the regularized functional Eε becomes:

Eε(u, v) :=
1
2

∫
Ω

(
v2 + ηε

) (
Ae(u) : e(u)− 2

αE

1− ν
θ(t(p);x)tr(e(u))

)
dx

+ γ

∫
Ω

(1− v)2

4ε
+ ε|∇v|2 dx. (12)

The numerical implementation is similar to that described above. One
major difference, is that unless temperature field depends linearly on the time
(which is not the case in the experiments presented farther), the backtracking
algorithm cannot be used.

Using this model, we conducted numerical simulations of a glass quenching
experiments described in [26, 1, 27, 25]. We consider a thin microscope slide of
width 25mm and height 75mm, with elastic moduli E=72.3GPa and ν = .23
and thermal extension parameter α=7.7E-6 K−1, pre-notched in its lower



10 B. Bourdin

end. The slide is heated up at temperature θH and quenched in a liquid at
temperature θC at speed v = 5mm.s−1. The temperature difference between
the slide and the water bath is ∆θ := θH − θC = 125K. Neglecting the effect
of the crack on the thermal properties of the sample, the temperature field in
the domain is given by

θ(x, y) =

{
θC if y ≤ vt

θC + ∆θe(−
v
κ (x−vt)) otherwise,

where κ is the heat diffusion coefficient. In [25], several experiments are pre-
sented for various values of ∆θ and v. The qualitative results are as follow, for a
given ∆θ. Below a critical speed v0, a single crack propagate along the symme-
try axis. When v0 ≤ v1 for some v1, the crack starts developing oscillations,
then becomes unstable. For v ≥ v1, the behavior is more complicated and
qualified of “erratic”. The crack splits and each branch can in turn propagate
a long a straight line, oscillate or branch. For technical reasons, we piloted
our numerical experiments in terms of the fracture toughness and thermal
conductivity of the material. Up to a rescaling, this is equivalent to varying
the temperature difference and quenching speed. Figure 4 represents the final
crack pattern for various values of γ and κ. The domain was discretized in
34,736 triangular linear elements and 17,637 nodes. The parameters ε and ηε

are respectively equal to 5E-4 and 1E-7.

Fig. 4. Quenching of a microscope slide, the v–field for κ = 17.73 and γ =
12.8, 10.0, 8.8, 7.1 (left to right in N.m−1), and κ = 10, γ = 6.0 (extreme right).

Qualitatively, the results correspond to the behavior depicted in the lit-
erature. However, in order to achieve meaningful results, we had to set κ to
an unphysical high value (the real value of κ is at least two order of magni-
tudes lower). Using the actual value, we were only able to obtain “erratic”
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propagation, unless the fracture toughness was in turn set to unrealistic high
values.

Several hypothesis that could already explain this, but the problem is still
open. Since the backtracking algorithm does not apply to this problem, we
have no guaranty that the numerical results correspond to global minimizers.
Conversely, it may be possible that the actual physical solution may be a local
and not global minimizer of Eε.

5 Conclusion and extensions

The numerical experiments presented here illustrate some the strength of the
Francfort-Marigo approach, but also some pending issues with the model as
well as its numerical implementations.

Beside the model’s ability to predict crack path, as well as position along
this path, one of the strength of Francfort and Marigo’s model resides in its
being applicable in two and three spaces dimensions without any modification.
Indeed, none of the difficulties involved in the three–dimensional numerical
implementation are related to the model itself. Instead, the major issues are
the usual ones in three dimensional finite elements, i.e. mesh generation, vi-
sualization, file formats, or size of the discrete models, for instance.

Also, by representing the cracks in terms of the function v in (7), one avoids
all difficulties related to the parameterisation of potentially complicated curves
or surfaces. Note how the cracks in Figure 3 would be complicated to represent
in terms of an explicit function, and how in Figure 4, simple or branched
cracks are represented without special treatment. Also, again because of this
representation, branching or splitting of cracks requires no special treatment
to be represented.

Of course, these benefits are obtained at the cost of theoretical and nu-
merical difficulties. In the numerical experiments and the description of the
model, we had to limit the type of body forces we consider. Indeed, the for-
mulation in its current state is inherently unable to handle surface or body
forces applied to a brittle material (see the discussion in [19]). Another issue
resides in the use of a Griffith-based criterion to render crack initiation and
propagation simultaneously. Using cohesive energies à la Barenblatt may be
more sound, however, the mathematical difficulties involved in doing so are
tremendous and far from being solved at this point.

At the numerical level, global minimization is also very involving, as the
energy to be minimized is non-convex. Future numerical work will include
investigation of better minimization algorithms, as well as the study of the
stability of critical points, using the Hessian of Eε. See for that matter the an-
alytical study of the stability of the local minimizer for a traction problem on
a long beam in [8]. Lastly, numerical and mathematical evidences also suggest
that in some cases, global minimization may lead to unphysical evolutions.
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Alternate models involving local minimization may address that issue in the
future.
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