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I Consider again the problem Lu = νu′′ − au′ + bu = f , but assume
now that the coefficient a is a function of space a = a(x)

I The following Galerkin equations are obtained for ûk

−νk2ûk − i
N∑

p=−N

pâk−p ûp + bûk = f̂k , k = −N, . . . ,N,

where a(x) ∼= aN(x) =
∑N

k=−N âke
ikx and

f (x) ∼= fN(x) =
∑N

k=−N f̂ke
ikx ; Note that

N∑
q=−N

âqe
iqx

N∑
p=−N

ûpe
ipx =

N∑
q,p=−N

âq ûpe
i(q+p)x =

2N∑
k=−2N

N∑
q,p=−N

q+p=k

âq ûpe
ikx

=
2N∑

k=−2N

N∑
p=−N

âk−p ûpe
ikx , where âq, ûq ≡ 0, for |q| > N

I Now the Galerkin equations are coupled (a system of equations has
to be solved)
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I With Fourier coefficients ûk as unknowns, the collocation
equations are

−
N∑

k=−N

(νk2 + b)ûke
ikxj − a(xj)

N∑
k=−N

ikûke
ikxj = f (xj), j = 1, . . . ,M

I Approximations of the Fourier coefficients of a(x) and f (x), âck and

f̂ ck , respectively, are calculated using the Discrete Fourier Transform;

a(xj)
N∑

k=−N

ikûke
ikxj =

N∑
p=−N

âcpe
ipxj

N∑
q=−N

iqûqe
iqxj =

i
N∑

k=−N

 N∑
q,p=−N
q+p=k

qâcp ûq +
N∑

q,p=−N
q+p=k+N

qâcp ûq +
N∑

q,p=−N
q+p=k−N

qâcp ûq

 e ikxj

, i
N∑

k=−N

Ŝke
ikxj

I The resulting algebraic system is

−νk2ûk − i Ŝk + bûk = f̂k , k = −N, . . . ,N,
B. Protas MATH745, Fall 2014



PDEs with Variable Coefficients
Nonlinear Evolution PDEs

Chebyshev Polynomials

Galerkin Approach
Collocation Approach
Fourier Transforms in Higher Dimensions

I Expressing (hypothetically) a(x) and f (x) with infinite Fourier
series we obtain

au′
∣∣∣
x=xj

= i
N∑

k=−N

(Ŝ
(0)
k + Ŝ

(1)
k + Ŝ

(2)
k + Ŝ

(3)
k )e ikxj

= i
N∑

k=−N

 N∑
q,p=−N
q+p=k

qâcp ûq +
∞∑

m=−∞
m 6=0

N∑
q,p=−N
q+p=k

qâcp+mM ûq

+
∞∑

m=−∞

N∑
q,p=−N

q+p=k+N

qâcp+mM ûq +
∞∑

m=−∞

N∑
q,p=−N

q+p=k−N

qâcp+mM ûq

 e ikxj

I The collocation equation become

−νk2ûk−i Ŝ (0)
k +i

(
Ŝ
(1)
k + Ŝ

(2)
k + Ŝ

(3)
k

)
+bûk = f̂ ek +

∞∑
m=−∞
m 6=0

f̂ ek+mM , k = −N, . . . ,N,

I Note that the terms in red are absent in the corresponding
Galerkin formulation ; hence the two approaches are not
numerically equivalent anymore.
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I With the nodal values u(xj), j = 1, . . . ,M as unknowns, the
collocation equations are

(νD2 − D′ + bI)UN = F ,

where the matrix D′ =
[
a(xj)d

(1)
jk

]
, j , k = 1, . . . ,M

I Again, solution of an algebraic system is required
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I Consider a function u = u(x , y) 2π-periodic in both x and y ;
Direct Discrete Fourier Transform

ûkx ,ky =
1

2π

∫ 2π

0

[
1

2π

∫ 2π

0

u(x , y)e−ikx x dx

]
e−iky y dy =

1

4π2

∫ 2π

0

∫ 2π

0

u(x , y)e−ik·r dxdy ,

where k = [kx , ky ] is the wavevector and r = [x , y ] is the
position vector.

I Representation of a function u = u(x , y) as a double Fourier
series

u(x , y) =
N∑

kx ,ky=−N
ûkx ,ky e

i(kxx+kyy) =
N∑

kx ,ky=−N
ûkx ,ky e

ik·r

I Fourier transforms in two (and more) dimensions can be efficiently
performed using most standard FFT packages.
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I Replacing the term au′ with the nonlinear the term uu′ and
applying Galerkin or collocation method leads to a system of
nonlinear equations that need to be solved using iterative
techniques

I From now on we will focus on time-dependent (evolution) PDEs
and as a model problem will consider the Burgers equation{

∂tu + u∂xu − ν∂xxu = 0 in [0, 2π]× [0,T ]

u(x) = u0(x) at t = 0

Note that steady problems can sometimes be solved as a steady limit
of certain time-dependent problems.

I Looking for solution in the form uN(x , t) =
∑N

k=−N ûk(t)e ikx .
Note that the expansion coefficients ûk(t) are now functions of
time

I Denote by unN the approximation of uN at time tn = n∆t,
n = 0, 1, . . .
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I Time-discretization of the residual RN(x , t)

Rn
N =

un+1
N − unN

∆t
+ unN∂xu

n
N − ν∂xxun+1

N

Points to note:
I explicit treatment of the nonlinear term avoids costly iterations
I implicit treatment of the linear viscous term allows one to mitigate

the stability restrictions on the time step ∆t
I here using for simplicity first-order accurate explicit/implicit Euler —

can do much better than that

I System of equations obtained by applying the Galerkin
formalism(

1

∆t
+ νk2

)
ûn+1
k =

1

∆t
ûnk − i

N∑
p,q=−N

p+q=k

qûnp û
n
q , k = −N, . . . ,N

Note truncation of higher modes in the nonlinear term.
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I Evaluation of the nonlinear i
∑N

p,q=−N

p+q+k
q ûnp û

n
q term in Fourier space

results in a convolution sum which requires O(N2) operations –
can we do better that that?

I Pseudospectral approach — perform differentiation in
Fourier space and evaluate products in real space ; transition
between the two representations is made using FFTs which cost
”only” O(N log(N))
Outline of the algorithm:

1. calculate (using inverse FFT) unN(xj), j = 1, . . . ,M from ûnk ,
k = −N . . . ,N,

2. calculate (using inverse FFT) ∂xu
n
N(xj), j = 1, . . . ,M from ikûnk ,

k = −N . . . ,N,
3. calculate the product wn

N(xj) = unN(xj)∂xu
n
N(xj), j = 1, . . . ,M

4. Calculate (using FFT) w̃n
k , k = −N . . . ,N from wn

N(xj), j = 1, . . . ,M

I Note that, because of the aliasing phenomenon , the quantity w̃n
k

is different from ŵn
k = i

∑N
p,q=−N

p+q=k
q ûnp û

n
q
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I Analysis of aliasing in the pseudospectral calculation of the nonlinear
term

wn
N(xj) =

N∑
k=−N

w̃n
k e

ikxj , where wn
N(xj) = un

N(xj)∂xu
n
N(xj)

I The Discrete Fourier Transform

w̃n
k =

1

M

M∑
j=1

wn
N(xj)e

−ikxj =
1

M

M∑
j=1

 N∑
p=−N

ûn
pe

ipxj

 N∑
q=−N

iqûn
qe

iqxj

 e−ikxj

=
1

M

M∑
j=1

N∑
p,q=−N

iq ûn
p û

n
q e

i(p+q−k)xj =
1

M

N∑
p,q=−N

iq ûn
p û

n
q

M∑
j=1

e i(p+q−k)xj

= ŵn
k + i

N∑
p,q=−N

p+q=k+M

qûn
p û

n
q + i

N∑
p,q=−N

p+q=k−M

qûn
p û

n
q k = −N . . . ,N

The term ŵn
k is the convolution sum obtained by truncating the fully

spectral Galerkin approach. The terms in red are the aliasing errors .

I Thus, the pseudospectral Galerkin equations are(
1

∆t
+ νk2

)
ûn+1
k =

1

∆t
ûn
k − w̃n

k , k = −N, . . . ,N
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I Looking for the solution in the form uN(x , t) =
∑N

k=−N ûk(t)e ikx ,
i.e., with the Fourier coefficients ûkas unknowns

I Time-discretization of the residual RN(x , t)

Rn
N =

un+1
N − unN

∆t
+ unN∂xu

n
N − ν∂xxun+1

N

I Canceling the residual at the collocation points xj

1

∆t

[
un+1
N (xj)− unN(xj)

]
+unN(xj)∂Xu

n
N(xj)−ν∂xxun+1

N (xj) = 0, j = 1, . . . ,M

I Straightforward calculation shows that the equation for the Fourier
coefficients ûk is the same as in the pseudospectral Galerkin
approach . Thus the two methods are numerically equivalent.

I Question — Show equivalence of pseudospectral Galerkin and
collocation approaches to a nonlinear PDE
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I “3/2 rule” — extend the wavenumber range (the “spectrum”),
and therefore also the number of collocation points, of the quantities
involved in the products, so that the aliasing errors arising in
pseudospectral calculations are not present.

I Algorithm — consider two 2π-periodic functions

aN(x) =
N∑

k=−N
âke

ikx , bN(x) =
N∑

k=−N
b̂ke

ikx

Calculated in a naive way, the Fourier coefficients of the product
w(x) = a(x)b(x) are

w̃k = ŵk +
N∑

p,q=−N

p+q=k+M

âpb̂q +
N∑

p,q=−N

p+q=k−M

âpb̂q, k = −N, . . . ,N

where ŵk are the coefficients of the truncated convolution sum that
we want to keep (only)
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1. Extend the spectra âk and b̂k to â′k and b̂′k according to

â′k =

{
âk if |k| ≤ N

0 if N < |k| ≤ N ′
, b̂′k =

{
b̂k if |k| ≤ N

0 if N < |k| ≤ N ′

The number N ′ will be determined later.

2. Calculate (via FFT) aN′ and bN′ in real space on the extended grid

x ′j = 2πj
M′ , j = 1, . . . ,M ′, where M ′ = 2N ′ + 1

aN′(x
′
j ) =

N′∑
k=−N′

â′ke
ikx′j , bN′(x

′
j ) =

N′∑
k=−N′

b̂′ke
ikx′j

3. Multiply aN′(x
′
j ) and bN′(x

′
j ): w ′(x ′j ) = aN′(x

′
j ) bN′(x

′
j ), j = 1, . . . ,M ′

4. Calculate (via FFT) the Fourier coefficients of w ′(x ′j )

w̃ ′k =
1

M ′

M′∑
j=1

w(x ′j )e−ikx′j , k = −N ′, . . . ,N ′, M ′ = 2N ′ + 1

Taking the latter quantity for k = −N, . . . ,N gives an expression for the
convolution sum free of aliasing errors
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I Making a suitable choice for N ′

w̃ ′k = ŵk +
N′∑

p,q=−N′
p+q=k+M′

â′p b̂
′
q +

N′∑
p,q=−N′

p+q=k−M′

â′p b̂
′
q

= ŵk +
N∑

p,q=−N
p+q=k+M′

âp b̂q +
N∑

p,q=−N
p+q=k−M′

âp b̂q

because â′p, b̂
′
q = 0 for |p|, |q| > N

I The alias terms will vanish, when one of the frequencies p or q
appearing in each term of the sum is larger than N. Observe that in
the first alias term q = M ′ + k − p = 2N ′ + 1 + k − p, therefore

min
|k|,|p|≤N

(q) = min
|k|,|p|≤N

(2N ′ + 1 + k − p) = 2N ′ + 1− 2N > N

Hence 2N ′ > 3N − 1. One may take N ′ ≥ 3N/2 (the “3/2 rule” )
[see the diagram on page 212 in Boyd (2001)]

I Analogous argument for the second aliasing error sum.
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I Consider a model ODE problem

y′ = r(y) + Ay

I One would like to use a higher-order ODE integrator with
I explicit treatment of nonlinear terms
I implicit treatment of linear terms (with high-order derivatives)

I Combining a three-step Runge-Kutta method with the
Crank-Nicolson method results in the following approach:(

I − hrk
2
A

)
yrk+1 = yrk+

hrk
2
Ayrk+hrkβrkr(yrk)+hrkζrkr(yrk−1), rk = 1, 2, 3

where
h1 =

8

15
∆t h2 =

2

15
∆t h3 =

1

3
∆t

β1 = 1 β2 =
25

8
β3 =

9

4

ζ1 = 0 ζ2 = −17

8
ζ3 = −5

4
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I General properties of orthogonal polynomials
I Suppose I = [a, b] is a given interval. Let ω : I → R+ be a weight

function which is positive and continuous on I
I Let L2ω(I ) denote the space of measurable functions v such that

‖v‖ω =

(∫
I

|v(x)|2ω(x) dx

) 1
2

<∞

I L2ω(I ) is a Hilbert space with the scalar products

(u, v)ω =

∫
I

u(x)v(x)ω(x) dx

I Chebyshev polynomials are obtained by setting:
I the weight: ω(x) = (1− x2)−

1
2

I the interval: I = [−1, 1]
I Chebyshev polynomials of degree k are expressed as

Tk(x) = cos(k cos−1 x), k = 0, 1, 2, . . .
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I By setting x = cos(z) we obtain Tk = cos(kz) , therefore we can
derive expressions for the first Chebyshev polynomials

T0 = 1, T1 = cos(z) = x , T2 = cos(2z) = 2 cos2(z)−1 = 2x2−1, . . .

I More generally, using the de Moivre formula, we obtain

cos(kz) = <
[
(cos(z) + i sin(z))k

]
,

from which, invoking the binomial formula, we get

Tk(x) =
k

2

[k/2]∑
m=0

(−1)m
(k −m − 1)!

m!(k − 2m)!
(2x)k−2m,

where [α] represents the integer part of α

I Note that the above expression is computationally useless —
one should use the formula Tk(x) = cos(k cos−1 x) instead!
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I The trigonometric identity
cos(k + 1)z + cos(k − 1)z = 2 cos(z) cos(kz) results in the following
recurrence relation

2xTk = Tk+1 + Tk−1, k ≥ 1,

which can be used to deduce Tk , k ≥ 2 based on T0 and T1 only

I Similarly, for the derivatives we get

T ′k =
d

dz
(cos(kz))

dz

dx
=

d

dz
(cos(kz))

(
dx

dz

)−1
= k

sin(kz)

sin(z)
,

which, upon using trigonometric identities, yields a recurrence
relation for derivatives

2Tk =
T ′k+1

k + 1
−

T ′k−1
k − 1

, k > 1,
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I Note that simply changing the integration variable we obtain∫ 1

−1
f (x)ω(x) dx =

∫ π

0
f (cos θ) dθ

This also provides an isometric (i.e., norm-preserving) transformation
u ∈ L2ω(I ) −→ ũ ∈ L2(0, π), where ũ(θ) = u(cos θ)

I Consequently, we obtain

(Tk ,Tl)ω =

∫ 1

−1
TkTl ω dx =

∫ π

0
cos(kθ) cos(lθ) dθ =

π

2
ckδkl ,

where

ck =

{
2 if k = 0,

1 if k ≥ 1

I Note that Chebyshev polynomials are orthogonal , but not
orthonormal
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I The Chebyshev polynomials Tk(x) vanish at the Gauss points xj
defined as

xj = cos

(
(2j + 1)π

2k

)
, j = 0, . . . , k − 1

There are exactly k distinct zeros in the interval [−1, 1]

I Note that −1 ≤ Tk ≤ 1; furthermore the Chebyshev polynomials
Tk(x) attain their extremal values at the the Gauss-Lobatto
points xj defined as

xj = cos

(
jπ

k

)
, j = 0, . . . , k

There are exactly k + 1 real extrema in the interval [−1, 1].
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I Interpolation on clustered grids has very special properties —
Chebyshev Minimal Amplitude Theorem : Of all polynomials
of degree N with the leading coefficient (i.e., the coefficient of xN)
equal to 1, the unique polynomial which has the smallest maximum
on [−1, 1] is TN(x)/2N−1, the N-th Chebyshev polynomials divided
by 2N−1. In other words, all polynomials of the same degree and
leading coefficient satisfy the inequality

max
x∈[−1,1]

|PN(x)| ≥ max
x∈[−1,1]

∣∣∣∣TN(x)

2N−1

∣∣∣∣ =
1

2N−1

I Hence, the truncation error when given in terms of 1
2N
TN+1(x)

will be best behaved

I Thus, in contrast to interpolation on uniform grids, interpolation on
clustered grid is less likely to exhibit the Runge phenomenon ;
this concerns clustered grids with asymptotic density of points
proportional to N

π
√
1−x2 (e.g., various Chebyshev grids)
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I Fundamental Theorem of Gaussian Quadrature — The
abscissas of the N-point Gaussian quadrature formula are precisely
the roots of the orthogonal polynomial of order N for the same
interval and weighting function.

I The Gauss-Chebyshev formula (exact for u ∈ P2N−1)∫ 1

−1
u(x)ω(x) dx =

π

N

N∑
j=1

u(xj),

with xj = cos
(
(2j−1)π

2N

)
(the Gauss points located in the interior of

the domain only)
Proof via straightforward application of the theorem quoted above.
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I The Gauss-Radau-Chebyshev formula (exact for u ∈ P2N)

∫ 1

−1
u(x)ω(x) dx =

π

2N + 1

u(ξ0) + 2
N∑
j=1

u(ξj)

 ,
with ξj = cos

(
2jπ

2N+1

)
(the Gauss-Radau points located in the interior

of the domain and on one boundary, useful e.g., in annular geometry)

I Proof via application of the above theorem and using the roots of the
polynomial QN+1(x) = TN(a)TN+1(x)−TN+1(a)TN(x) which vanishes
at x = a = ±1
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I The Gauss-Lobatto-Chebyshev formula (exact for u ∈ P2N)

∫ 1

−1
u(x)ω(x) dx =

π

2N + 1

u(ξ̃0) + u(ξ̃N) + 2
N−1∑
j=1

u(ξ̃j)

 ,
with ξ̃j = cos

(
jπ
N

)
(the Gauss-Lobatto points located in the interior

of the domain and on both boundaries)

I Proof via application of the theorem quoted above.

B. Protas MATH745, Fall 2014



PDEs with Variable Coefficients
Nonlinear Evolution PDEs

Chebyshev Polynomials

Review
Numerical Integration Formulae

I The Gauss-Lobatto-Chebyshev collocation points are
most commonly used in Chebyshev spectral methods, because this set
of points also includes the boundary points (which makes it possible
to easily incorporate the boundary conditions in the collocation
approach)

I Using the Gauss-Lobatto-Chebyshev points, the orthogonality relation
for the Chebyshev polynomials Tk and Tl with 0 ≤ k, l ≤ N can be
written as

(Tk ,Tl)ω =

∫ 1

−1
TkTlω dx =

π

N

N∑
j=0

1

c j
Tk(ξ̃j)Tl(ξ̃j) =

πck
2
δkl ,

where

ck =


2 if k = 0,

1 if 1 ≤ k ≤ N − 1,

2 if k = N

I Note similarity to the corresponding discrete orthogonality
relation obtained for the trigonometric polynomials
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