## Directional Derivative and Gradient

## Section 9

## The Directional Derivative

A directional derivative allows us to find the rate of change of a function of two variables, $f(x, y)$, in an arbitrary direction.

To describe a direction, we use a unit vector $\mathbf{u}$. A unit vector is any vector with magnitude (length) one unit, i.e. $\|u\|=1$.


## The Directional Derivative

Vectors
Vector v expressed as a linear combination of the standard unit vectors $\mathbf{i}$ and $\mathbf{j}$ :

Example:
Find the magnitude and determine the corresponding unit vector of the vector $\mathbf{v}=3 \mathbf{i}-4 \mathbf{j}$


$$
\mathbf{u}=\frac{\mathbf{v}}{\|\mathbf{v}\|}=\frac{v_{1} \mathbf{i}+v_{2} \mathbf{j}}{\sqrt{\left(v_{1}\right)^{2}+\left(v_{2}\right)^{2}}}
$$

## Geometric Interpretation of the Directional Derivative

The average rate of change of $f(x, y)$ in the direction of $\mathbf{u}$ from the point $A$ to $P$ is the slope of the secant line connecting points $B$ and $D$ on the curve C .

## Geometric Interpretation of the Directional Derivative

Average rate of change of $f(x, y)$ in the direction of $\mathbf{u}=u_{1} \mathbf{i}+u_{2} \mathbf{j}$ from the point $A$ to $P$ :


$$
\frac{\text { change in } f \text { from } A \text { to } P}{\text { distance from } A \text { to } P}=\frac{f\left(a+h u_{1}, b+h u_{2}\right)-f(a, b)}{h}
$$

## Geometric Interpretation of the Directional Derivative

The slope of the tangent $T$ to the curve C at the point $B$ is called the directional derivative of $f$ at $(a, b)$ in the direction of the unit vector $\mathbf{u}=\mathbf{u}_{1} \mathbf{i}+\mathbf{u}_{2} \mathbf{j}$ and is denoted by $\mathrm{D}_{\boldsymbol{u}} f(a, b)$.

## The Directional Derivative

## Definition:

The directional derivative of a function $f(x, y)$ at a point $(a, b)$ in the direction of a unit vector $u=u_{1} \mathbf{i}+u_{2} \mathbf{j}$ is given by

$$
D_{u} f(a, b)=\lim _{h \rightarrow 0} \frac{f\left(a+h u_{1}, b+h u_{2}\right)-f(a, b)}{h}
$$

provided that the limit exists.

## The Directional Derivative

$\mathrm{D}_{\mathrm{w}} f(a, b)$ represents the rate of change of $f(\mathrm{x}, \mathrm{y})$ in the direction of the vector $\mathbf{u}=u_{1} \mathbf{i}+u_{2} \mathbf{j}$.

Note:
when $\mathbf{u}=1 \mathbf{i}+0 \mathbf{j}$,

$$
D_{u} f(a, b)=\lim _{h \rightarrow 0} \frac{f(a+h, b)-f(a, b)}{h}=f_{x}(a, b)
$$

when $\mathbf{u}=0 \mathbf{i}+1 \mathbf{j}$,

$$
D_{u} f(a, b)=\lim _{h \rightarrow 0} \frac{f(a, b+h)-f(a, b)}{h}=f_{y}(a, b)
$$

i.e. the partial derivatives of $f$ with respect to $x$ and $y$ are just special cases of the directional derivative.

## The Directional Derivative

## Example:

Find the directional derivative of $f(x, y)=x^{2}-y$
at the point $A(1,1)$ in the direction of the vector
$\mathbf{v}=2 \mathbf{i}-5 \mathbf{j}$.

## The Directional Derivative

Theorem:
Assume that $f$ is a differentiable function and $\mathbf{u}=u_{1} \mathbf{i}+\mathbf{u}_{2} \mathbf{j}$ is a unit vector. The directional derivative of $f$ at a point $(a, b)$ in the direction $\mathbf{u}$ is given by

$$
D_{\mathbf{u}} f(a, b)=f_{x}(a, b) u_{1}+f_{y}(a, b) u_{2}
$$

## The Directional Derivative

Example (revisited):
Find the directional derivative of $f(x, y)=x^{2}-y$
at the point $A(1,1)$ in the direction of the vector
$v=2 i-5 j$.

## The Directional Derivative

## Example :

\#20. Find the directional derivative of $f(x, y)=e^{-x^{-x^{-}-y^{2}}}$ at the point $A(0,1)$ in the direction of the vector $\mathbf{v}=\mathbf{i}+\mathbf{j}$.

## The Directional Derivative

## Example :

Consider the contour diagram of a function $f(x, y)$. Estimate the value of the directional derivative at the given point in the given direction.
(a) At $B$, in the direction $\mathbf{v}=\mathbf{i}+\mathbf{j}$
(b) At $D$, in the direction $\mathbf{v}=\mathbf{- i}$


## The Gradient Vector

## Definition:

Assume that $f$ is a differentiable function. The gradient of $f$ at $(x, y)$ is the vector $\nabla f(x, y)$ defined by

$$
\nabla f(x, y)=f_{x}(x, y) \mathbf{i}+f_{y}(x, y) \mathbf{j}
$$

## The Gradient Vector

## Example:

Determine the gradient vector of

$$
f(x, y)=x^{2}-y
$$

and use this to compute the gradient at several points in the domain of $f$.


## The Gradient Vector

The gradient of $f$ associates a vector to each point in the domain of $f$, where the partial derivatives are defined.

What is special about these vectors? What information do they provide about $f$ ?

## The Gradient Vector and the Directional Derivative

If $f(x, y)$ is a differentiable function and $\mathbf{u}=u_{1} i+u_{2} j$ is a unit vector, then

$$
D_{\mathbf{u}} f(a, b)=\|\nabla f(a, b)\| \cos \theta
$$

where $\theta$ is the angle between $\mathbf{u}$ and $\nabla f(a, b)$.

## The Gradient Vector

## Theorem:

Extreme Values of the Directional Derivative Assume that $f$ is a differentiable function, and $(a, b)$ is a point in its domain where $\nabla f(a, b) \neq 0$.
(a) The maximum rate of change of $f$ at $(a, b)$, is equal to $\|\nabla f(a, b)\|$ and occurs in the direction of the gradient $\nabla f(a, b)$.
(b) The minimum rate of change of $f$ at $(a, b)$ is equal to $-\|\nabla f(a, b)\|$ and occurs in the direction opposite to the gradient $\nabla f(a, b)$.

## The Gradient Vector

## Example:

Find the maximum rate of change of the function $f(x, y)=\arctan \left(\frac{3 y}{x}\right)$ at $(1,1)$ and the direction in which it occurs.

## Geometric Interpretations of the Gradient Vector

The gradient vector is perpendicular to the level curves and points in the direction of largest increase.

The magnitude of the vector is equal to the largest rate of change.

## Geometric Interpretations of the Gradient Vector

## Example 9.8:

(a) Explain why the vectors at $A$ and $B$ cannot represent the gradient of $f$.
(b) Explain why the vectors at $C$ and $D$ can represent the gradient of $f$.


