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Possible outcomes

Ho True H Tme

AcceptHo Type II error

RejectHo Type I error

Define L PCType I error srsulrcance level
of the test

P Type error I B is the power ofthe test
I B prob ofcorrectlyrejecting

Ho

Exyaple suppose we sample a normal distribution

with 0 10 with suple Sze 35

Suppose we had
Ho U SO

H i M 50

Suppose our critical region 3 Is 52 I 48

End x

b suppose u S3 what B B
a a P RejectHo Hotrue P 57520 48 as a so



I d

P 5 52 it so P 5 48 so

Pf ZE F o 298

Z scores

b D Placcept Ho smathat HoBfalse

if u 53 then

µ P acceptHo guenthat ie SB

P 47 c ZE 7 53

1 0 274

the concept of significance gives
a good way to

quantitativelydetermine a critical region

Tiththonneurat
way to report

the outcome of a hypothesis
test is to state whether Ho was accepted or rejected

at a certain level of srsurfrocareelfixed
significanceleveltesty

ExI Suppose we agan sample Ncn Gop 35 times

and that Ho M 50 H in 450
y

H istwo sided

Find a Gymehn central regron if
2 0.05

Solution we suppose that our critical values are

50 I a for some value a o

critical region
I 7

SO a 50 So ta



As m the last example we have

0.05 L P Reject Ho Ho true P ESo a or Is sotapand
ee So

P NGO Jeso a t P N so so a

P Z E p
t PLZ 3 8

2 P Z E

so o.ozs Plz e Eng OI Tots

look up Z scores OIf 1.961 0.025

SO 1.96 87 a 1.96 lots
Eu 3.313

This gmes a critical region of I E 46.687 I 753.313

Note that essentially the same process can be used to

determine a l sided critical region for the test eg a PE 40

mummy

P values
There is something a little unsatisfactory about constructing

the critical region with a siren fixed significance
R
In the last example our Ho was a SO 9 her a sample size

of 35 we found a region sack that we accept Ho

if I c 46 687 53 315

suppose I 5.33129999 Then we accept Ho But is
that value that much more likely than 53.313



at alne I Tsely
for when we would reject Ho

Rather than justfixing a significance khel x Pvalue
gone a more dynamicapproach to hypothesistesting

Gner an expernet with null hypothesis Ho the Pvalue
of the experiment is the smallest significancelevel
that would lead to a rejection of Ho with the

green data

the P value is sometimes called the observedsignificance

level
Picture p u

j xknpi.ieITpuaue HoValle p obsened

ftp obsened i prahe Vake
Value one sided Htwo sided H

Ex Again we sample a normal distributor

N n lo n 35 times Suppose tf n 50 If our

observation B 5 54
f xonserveddata

a Find the p value if H M 50
Obscene that the extreme values around 50

me so I 154 Sol
so 5014

So the p value is 2 P IE 4621 U 50

P IE 46 In 50 p Eso
so 4

Est
e 48 1



O O 04
So the P value is 2 o 9 O O 18
i e getting 54 or 46 is fanfurlibely even if Ho is true

b Find the P value if H U 750

Then p value
P 5754 g menu So

PCI.is xs4io9rsI toIfoFrs
O 009

Motto The p value is a measure of the risk
that we make an incorrectdecision of we
reject Ho
So for example if we are gmen a value of our
test statistic and it has a very high p value
then we are at high risk of a Type I error

if we reject Ho

Notice that p values give us a refinementof
the fixedsignificance level testing

fix a significance level x
if the observed value is on the critical region
then the p value is smatter than a

if p value Ea Reject to
otherwise accept Ho report the result with
p vat



Relationship between Hypotiene Test and ConfrderceIng
Th

close relationship between a hyoothers test for a
parameter 0 and the confidence outwal for O

suppose that I U is a 1004 a confidence

interval for a

There a hypoth's test of significance
level x for

the hypothesis
Ho D Oo H O Oo Oo some neuter

will lead to a rejection of Ho if andonly

if Oo EL U

This gives an equivalent way of performing
fixed B lead

testing
Comer a hypothesis Ho O Oo H O Oo choose

a test statistic for ad a sig level d

for a green pontestmate On construct

the CI around 8

If Oo is on the interval accept Ho

If Oo is not on the internal reject Ho


