
 

Lectured
Single Factor Experiments r ANOVA

In this section me examine snglefachor expenats

In an experiment a E B a variable that
the expermator controls usually to gammfomaton
about a response vorruble

the factor takes a few numberof levels
called

treatments

Eg
cement cure true temperature cold warm hot

responsevarable factor treatments

symptoms drugdosase low med HM

response factor treatments

academic performance weeklyexercise O 1,2 7 daybreak

response factor



Let a of treatments
For the ith treatment we get a random sample

Yi Yi z Yin
where n is the size of the sample forthe
ith treatment ie ie a so Yi is the

jth observation at the ith treatment

to simplify we assume hi h n for all is

we assure a linear statistical model of the
form

Yi U tree t E
i e El as

j e I i y h

Mi

U is a common mean across all treatmets

Ti B a parameter associated
to the ith treaters

called the ith treamat effecte

Ei 13 a random error term

we assume that the error terms are independent

and identically distributed
with normaldistribution

Nfo 02 tin is a simplifying assumption
a completely

randoyed expenses

Note can also write Mi htt where

now



Mi is the moan of the response associates

to the ith theatmet

we may therefore think ofthe ith treatment
as drowbuted ar Nui OT

we assume that the expermater specifically close

the a treatments and that they want
to test

hypotheses about the
treatment means hi or estimate

the treatment effects afimodel
Goat develop ANOVAfor fixedeffectsmodels

we assume that Ti o

we want to test the hypotheses u Uz Ella

since no at Ti this is equivalent to the less

grubby
Ho T Tz Ta to Hq Ti f o for at least one i

If Ho is true then each observation
is sampled

from a normal distributor N n or

we want to analyze the
situation on the ANOVA

identify SST Ss TSS
treatments



we introduce some notation

Yi Eiti's Troi yi.fr i L sa

y FE If Yi's Joo Y na

i.e means sum ones that variable

the total variability on the data
is smen by

sst EE.CH 55

Then

E fyi F D n Effi I TT IEItsii Ti5

SStneatmets SSE
Sst

P T
I nd U

an I aln aa 1
degreesoffreedom degreesoffreedom degreeoffreedom

we define the neon square for treatments as

SStreatmentsMStreakets
a I

we define me mean square for error as

MS
a Cn l



we can show that
F CMstreaked or nET

a l
and

ElmsE o

MSE and MStreatmete are independent

we choose a test statistic

Fo MStheatmats
MSE

If Ho is true then Fo follows an

F dostwbahok Fat aan n
Note that if Ho B Ime then ECMStneakeag 02

so if H B Ime ElmstreatHELms I 1
thus we want to reject Ho if we find that
Fo is too large ie a one soled uppertailed

test
Fora given Sisnofranee

level x we reject Ho off
fo La a yuca 1



Note that computations for this test are
often savaged man ANOVA table

source of sum of Degreesof mean

varratron Squares Freedom Square FO

Treatments Sway a I mssst.TT
a

mstreat
ms

Error Sse un y
msE

a YG
Total SST an i M.NL


