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In its simplest form, algebraic geometry studies objects which arise as the solutions
to polynomial equations. It is a broad subject, having been generalized considerably in the
20th century using the language of schemes. Algebraic geometry appears in theoretical and
particle physics, through Calabi-Yau manifolds and amplituhedrons. It has connections to
real and complex analysis with correspondences like Serre’s GAGA or Artin approxima-
tion, and it intersects differential geometry in the study of Kähler manifolds. The use of
elliptic curves in number theory and cryptography is also well-known.

Imagine being able to take something as diverse in its applications as an algebraic va-
riety, and reading off its properties from a combinatorial object, like a graph or counting
function. Suppose that we could take complex systems, both abstract and applied, and be
able to visualize them with fans, polytopes or posets. This is the versatility of algebraic
combinatorics, and I am motivated by any question which can be simplified in this way.
More specifically, my interests lie in problems which can be reduced to combinatorics or
commutative algebra, and often involves varieties that carry a large amount of symmetry
(through group actions for example). In the past this has involved Schubert and toric va-
rieties, but more recently has included ideals associated to graphs, K-orbit closures and
Hessenberg varieties.

The general goal of my research is to uncover the underlying structure of geometric objects
using computational tools and techniques from algebraic combinatorics and commutative algebra.
These methods have proven successful in other contexts and offer a powerful way to sim-
plify complicated questions. For instance, algebro-geometric properties of Schubert vari-
eties can often be checked on their defining permutations, and classes in the cohomology
or K-theory of flag varieties can be computed using pipe dreams or Knutson-Tao puzzles.
I am interested in applying similar techniques to less explored families of varieties, using
broad tools that include Frobenius splittings, Gröbner degeneration, and geometric vertex
decomposition.

My recent work showcases some of these applications with toric ideals of graphs, Hes-
senberg varieties, and K-orbit closures. When I study a new problem, I ask: Does this
object possess a useful flat degeneration which summarizes key data? Can I decompose
this degeneration into simpler ones which respects certain geometric limits? Can I relate
this object to a flag variety, and can I resolve its singularities using a Frobenius split smooth
scheme? I also enjoy problems which bridge these themes with other areas of mathemat-
ics. My previous research has applied some of these ideas to the resolution of singularities,
tensor decomposition, algebraic statistics and cryptography. While my work has the speci-
ficity to focus on concrete programs like the classification of Hessenberg varieties with a
given property, it also has the flexibility to be applied to other areas.

In the coming years, I hope to expand the limits of what is possible with these strate-
gies. While partial results exist for toric ideals of graphs and for Hessenberg varieties, much
work remains. Many of these projects provide multiple opportunities for future research,
including student research. I have co-supervised several undergraduate projects, especially
while at McMaster, all of which are outlined in my CV. Most of the research detailed below
is conducive to smaller-scale problems appropriate for student work.



1. GEOMETRIC VERTEX DECOMPOSITION

Geometric vertex decomposition was first introduced by Knutson-Miller-Yong in [13]
to study diagonal degenerations of Schubert varieties. Later results on the topic were
mostly formulated in the context of Schubert geometry, until very recent work of Klein-
Rajchgot in [10] established a connection between liaison theory and geometric vertex de-
composition. For homogeneous Cohen-Macaulay ideals, being geometric vertex decom-
posable is in some sense equivalent to being glicci (i.e. is in the Gorenstein liaison class of
a complete intersection). The interplay between these two theories can be used to analyze
degenerations, construct Gröbner bases, and check unmixedness.

I began working with geometric vertex decomposition as a computational tool over
the last year. This includes joint work with Megumi Harada on Hessenberg varieties, and
a collaboration between Michael Cummings, Jenna Rajchgot and Adam Van Tuyl on toric
ideals of graphs. Each project demonstrates a different use of geometric vertex decompo-
sition, and is detailed in the subsections that follow. Let us first fix notation and introduce
important definitions.

Let R = k[x1, . . . , xn] and fix a variable y = xi. For any f ∈ R, we can write f =
∑

i αiy
i

with αi ̸= 0, and define inity(f) to be the coefficient of the highest power of yi appearing
in the sum. For any ideal I of R, we set inity(I) to be the ideal generated by all the inity(f)
for f ∈ I . Let < be a monomial ordering on R such that init<(f) = init<(inity(f)) for all
f ∈ R, in which case we say that < is y-compatible. Suppose that G(I) = {g1, . . . , gm} is a
the Gröbner basis of I with respect to <. Write each gi as gi = ydiqi + ri, where y does not
divide any term of qi. Then define two ideals:

Cy,I = ⟨q1, . . . , qm⟩ and Ny,I = ⟨qi | di = 0⟩.

An ideal I of R = k[x1, . . . , xn] is geometrically vertex decomposable (or GVD for short) if I is
unmixed and

(1) I = ⟨1⟩, or I is generated by a (possibly empty) subset of variables of R, or
(2) there is a variable y = xi in R and a y-compatible monomial ordering < such that

inity(I) = Cy,I ∩ (Ny,I + ⟨y⟩),
and the contractions of Cy,I and Ny,I to the ring k[x1, . . . , x̂i, . . . , xn] are geometrically
vertex decomposable.

There are two principal uses of a GVD that I would like to highlight:
• If a Gröbner basis is known for I , then we can select a variable y and compute Ny,I

and Cy,I directly. If these ideals have a similar structure to I , then we can continue
the process to inductively find a GVD. If I is homogeneous, then the existence of a
GVD implies that R/I is Cohen-Macaulay, and I is glicci.

• If a Gröbner basis is not known for a homogeneous I , then liaison theory can be used
to construct a GVD and Gröbner basis for I . Theorem 6.1 from [10] constructs a GVD
for I from C and N using a certain R/N -module isomorphism φ : C/N → I/N .
Furthermore, Gröbner bases for C and N can be extended to a Gröbner basis for I .

1.1. Toric ideals of graphs. The basic definitions and properties of toric ideals of graphs
can be found in [14]. Given a finite simple graph G, we can define a universal Gröbner ba-
sis for IG using generators which correspond to primitive closed even walks in G. My joint
work in the subject included results on the interaction between geometric vertex decom-
position and other standard operations from commutative algebra. For example, an ideal



being GVD behaves well with respect to ideal extensions and tensor products, allowing us
to assume that G is connected.

Lemma 1.1. Suppose that I ⊆ R = k[x1, . . . , xn] is geometrically vertex decomposable. Then the
extension of I in R′ = k[x1, . . . , xn, xn+1], i.e., IR′, is also geometrically vertex decomposable.

Lemma 1.2. Let I ⊆ R and J ⊆ S be proper ideals. Then I and J are geometrically vertex
decomposable if and only if (I + J) is geometrically vertex decomposable in R⊗ S.

There is a large family of toric ideals of graphs which we showed are GVD. These
geometric vertex decompositions are also compatible with a vertex decomposition for the
Stanley-Reisner complex associated to init<(IG).

Theorem 1.3. Let IG be a toric ideal of a finite simple graph G. If there exists a lexicographic
ordering < on R such that init<(IG) is squarefree, then IG is geometric vertex decomposable.

By [1, Theorem 3.9], all gap-free graphs satisfy the conditions of the theorem. As another
corollary, any IG whose universal Gröbner basis is quadratic will automatically be GVD.

1.2. Building Gröbner bases for Hessenberg varieties. Let n be a positive integer. We call
a function h : [n] := {1, 2, . . . , n} → [n] := {1, 2, . . . , n} an indecomposable Hessenberg function
if it satisfies the conditions h(i) ≥ i + 1 for all i and h(i + 1) ≥ h(i) for 1 ≤ i ≤ n − 1.
If A : Cn → Cn is a linear operator, then the Hessenberg variety associated to A and h is the
subvariety of Flags(Cn) defined by

Hess(A, h) := {V• ∈ Flags(Cn)|AVi ⊆ Vh(i), ∀i}.

Reworking certain results about Schubert varieties for Hessenberg varieties first re-
quires a well-chosen Gröbner basis. Geometric vertex decomposition proved to be the best
tool to build a Gröbner basis for this purpose. In my joint work with Megumi Harada,
the Lie type A case for regular nilpotent operators was studied. We adapted many of the
results from [10] to homogeneous ideals with a non-standard grading:

Lemma 1.4. Suppose we are in the situation of [10, Theorem 6.1]. Suppose in addition that the
ideals N,C and I are homogeneous with respect to some integer grading on R. Assume that the sets
{q1, . . . , qk, h1, . . . , hℓ} and {h1, . . . , hℓ} define Gröbner bases for C and N respectively, with respect
to the y-compatible monomial order <. Suppose ri for 1 ≤ i ≤ k are polynomials in R which do not
contain any y’s such that yqi + ri ∈ I . Then {yq1 + r1, . . . , yqk + rk, h1, . . . , hℓ} is a Gröbner basis
for I with respect to <.

We denote the ideal defining Hess(A, h) in the w-chart Nw by Iw,h. Certain generators
fw
i,j for Iw,h were defined in [2]. Two important properties hold when we restrict to the
w0-chart.

Theorem 1.5. The ideal Iw0,h is geometric vertex decomposable. Furthermore, the generators fw0
i,j

are a Gröbner basis for Iw0,h.

Together with Michael Cummings and Jenna Rajchgot, we are continuing this analysis in
the other charts. Preliminary data suggests that the only chart for which all Iw,h are GVD
for any indecomposable Hessenberg function h is the w0-chart.



2. FROBENIUS SPLITTINGS

The notion of a Frobenius splitting has been used in various ways, from studying
F -purity in singularity theory to checking reducedness in algebraic combinatorics. For
example, the B-canonical Frobenius splitting of the flag variety G/B is used in [5] to prove
that Schubert varieties are normal and Cohen-Macaulay. Allen Knutson used the Frobenius
splitting as a tool for analyzing degenerations in [11] and [12].

My first use of Frobenius splittings was in my PhD thesis [6] on the Gorensteinization
for Schubert varieties. I showed that the blow-up of a Schubert variety Xw along its bound-
ary divisor ∂Xw is Gorenstein. This is a result of a corresponding blow-up of the subword
complex along its boundary in a local degeneration of Xw. The Frobenius splitting of Xw

is used in a key way to define a “boundary divisor” for the blow-up.
Frobenius splitting made subsequent appearances in my postdoctoral work, including

joint work with Jenna Rajchgot on K-orbit closures and determinantal facet ideals. Some
of these projects are summarized in the subsections below. As before, let us start by fixing
notation and introducing definitions.

Let R be a commutative ring. One way to check whether R is reduced is if the map
x → xn only sends 0 to 0 for n > 0. If n is prime and R contains the field Fp, then the map
is linear and we can write this condition as ker(x → xn) = 0. Then R being reduced implies
that there exists a one-sided inverse to the Frobenius morphism. This motivates the next
definition (from [5]).

A Frobenius splitting of an Fp-algebra R is a map φ : R → R which satisfies:
(1) φ(a+ b) = φ(a) + φ(b)
(2) φ(apb) = aφ(b)
(3) φ(1) = 1

We say that an ideal I ⊂ R is compatibly split if φ(I) ⊂ I . Such ideals have useful properties,
detailed more fully in [11]. For example, I + J and I ∩ J are compatibly split if I and J are.

This definition can be generalized to schemes. Let X be a separated scheme of finite
type over an algebraically closed field of characteristic p > 0. The absolute Frobenius
morphism FX : X → X is the identity map on X and the p-th power map on OX . We say
that X is Frobenius split if the OX-linear map F# : OX → F∗OX splits. Frobenius split
schemes are reduced and all smooth affine varieties can be split (see [5, Theorems 1.1.6 and
1.2.1]).

2.1. Frobenius splittings of K-orbit closures. Let G be a simple complex Lie group, and
fix a maximal torus T as well as a Borel subgroup B containing T . Let K be a symmetric
subgroup of G defined as the fixed points of some holomorphic involution of G. We can
study the K-orbit closures in G/B (or the B-orbit closures in G/K in a similar process),
and compare the results to the known results for Schubert varieties (which are the B-orbit
closures in G/B). There are some noticeable differences with the two cases. While Schubert
varieties are always Cohen-Macaulay and normal, the same is not true for K-orbit closures
in general. Additionally, in most cases there are multiple closed K-orbits, and these closed
orbits need not have dimension 0. See [8] for more details.

There is a natural generalization of a Bott-Samelson variety that can be used to resolve
singularities for K-orbit closures. A Barbasch-Evens-Magyar variety BEMY0,Q can be de-
scribed using a sequence of flags, just as in the Bott-Samelson resolution, except that the
base flag is not the standard flag. Here Q is a list of simple reflections and Y0 a closed
K-orbit. We can show a number of results:



Theorem 2.1. Any BEMY0,Q is Frobenius split.

Corollary 2.2. Any normal K-orbit closure is compatibly split by some Frobenius splitting of G/B
induced from BEMY0,Q → G/B.

There generally isn’t a Frobenius splitting which simultaneously compatibly splits all
K-orbit closures. In the case G = GLa+b and K = GLa × GLb, we also have an explicit
description of the components of the anticanonical divisor defined by the splitting.

2.2. Resolution of singularities in positive characteristic. Can Frobenius splittings be
used to resolve singularities? A polynomial which defines a Frobenius splitting of An has a
particular local normal form. Its order of vanishing is less than p, so a center of blowup can
be defined using a local desingularization invariant invX(a) (as in [4]). Under certain con-
ditions, the Frobenius splitting extends to the strict transform, producing ideal conditions
for adapting characteristic 0 techniques to the positive characteristic setting.

The centers used must have a certain bounded codimension. This bound would allow
for smoothness to be achieved for most curves and surfaces, and could provide an algo-
rithm to simplify F -pure singularities in higher dimensions. A desingularization of the
compatibly split varieties is also possible.

Theorem 2.3. Suppose f ∈ k[x1, . . . , xn] defines a Frobenius splitting of An
k by φ = Tr(fp−1·) and

let a ∈ X = V (f). Then invX(a) is well-defined for the following cases:
• n = 2, p > 0
• n = 3, p ̸= 3, 5
• n > 3, p = 2

Going forward, it would be interesting to explore the following question: Does there
exist a Frobenius split representative for any birational equivalence class such that desin-
gularization in positive characteristic can be reduced to studying splittings?

2.3. Determinantal facet ideals. Let X = (xi,j) be an m×n matrix of indeterminates where
m ≤ n, with S = C[X] the polynomial ring on those indeterminates. Let ∆ be an (m − 1)-
dimensional pure simplicial complex on the vertex set [n] = {1, . . . , n} defined as follows:
each facet F = {a1 ≤ a2 ≤ · · · ≤ am} of ∆ corresponds to a maximal minor of X de-
noted µF = [a1, a2, . . . , am] obtained by taking the determinant of the submatrix of X with
columns a1, a2, . . . , am. Then define the determinantal facet ideal of ∆ to be the ideal

J∆ = (µF : F ∈ F∆),

where F∆ is the set of facets of ∆. These determinantal facet ideals have appeared in ques-
tions from algebraic statistics and combinatorial algebra. See [7] and [3] for more informa-
tion.

Together with Ryan Edwards and Jenna Rajchgot, we showed that all J∆ for semi-
closed ∆ are in fact Kazhdan-Lusztig varieties in the Grassmannian. As a result, the com-
ponents in a primary decomposition for J∆ must also be Kazhdan-Lusztig varieties which
can be read off using the Bruhat poset. This translation allows us to import known results
from the study of Schubert varieties to determinantal facet ideals. For instance, the Frobe-
nius splitting on Kazhdan-Lusztig varieties shows that there is an ordering < such that
init(J∆) is squarefree. Furthermore, S/J∆ is F -pure. This offers a simplified proof of the
main theorem from [3, Theorem 77].



3. FUTURE RESEARCH

There are a number of natural extensions of the themes from the previous sections.
Hessenberg varieties have already provided a fruitful testing ground for applying tech-
niques from Schubert geometry to a less symmetric setting. Varying the Hessenberg func-
tion h, the linear operator A, or the permutation in Nw provides a diverse assortment of va-
rieties that exhibit different behaviours. Even when A is nilpotent, recent research suggests
that there are number of interesting variations in the remaining charts (from not GVD, to
GVD without a fixed monomial ordering etc.). Characterizing when the fw

i,j form a Gröbner
basis, when Iw,h is GVD, and when init(Iw0,h) is vertex decomposable are some of the ques-
tions that still need to be answered.

Question 3.1. Given a Hessenberg function h, and linear operator A, and a permutation w, find
combinatorial rules that determine when Hess(A, h) ∩ Nw is geometric vertex decomposable or has
a squarefree degeneration. Furthermore, when do the natural generators fw

i,j form a Gröbner basis?

There are also a number of paths forward in the study of toric ideals of graphs. I helped
show that toric ideals of graphs that possess a lexicographic squarefree degeneration are
geometric vertex decomposable. It is known that these ideals are also Cohen-Macaulay. Put
together, we have that these toric ideals of graphs are glicci. A central question in liaison
theory is whether every arithmetically Cohen-Macaulay subscheme of Pn is glicci, and this result
is one step forward towards a complete answer for toric ideals of graphs.

Question 3.2. Let G be a finite simple graph which defines a Cohen-Macaulay toric ideal IG. Is IG
geometric vertex decomposable? Is it glicci?

Using geometric vertex decomposability has already simplified the techniques used in li-
aison theory. For example, the proof of results in [9] can be cut down by answering the
previous question for bipartite graphs G.
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