
S4D03/S6D03 2019/2020: Assignment Four

1. Let X,Y be two independent Poisson random variables with corresponding parameters λ1 > 0
and λ2 > 0. Find the characteristic function of X + Y and identify its distribution.

Proof:

φX+Y (t) = E[eit(X+Y )]

= E[eitX ]E[eitY ]

=

∞∑
k=0

eitk
λk1
k!
e−λ1

∞∑
j=0

eitj
λk2
k!
e−λ2

= eλ1(e
it−1)eλ2(e

it−1)

= e(λ1+λ2)(e
it−1)

which implies that X + Y is a Poisson random variable with parameter λ1 + λ2.
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2. For each n ≥ 1, let Xn be a random variable with distribution function

Fn(x) =


0, x < 0

x− sin(2nπx)
2nπ , 0 ≤ x < 1

1, else.

(a) Show that Fn(x) is indeed a distribution function.
(b) Show that Xn has a density function.
(c) Show that Fn(x) converges in distribution to the uniform random variable X over [0, 1] as n
tends to infinity.
(d) Show that the density function of Xn does not converge to the density function of X.

Proof: (a) By definition, we have that Fn(x) is continuous in x and

Fn(−∞) = 0, Fn(+∞) = 1.

The fact that
dFn(x)

d x
≥ 0

implies that Fn(x) is non-decreasing in x. This Fn(x) is a distribution function.
(b) Let

fn(x) =

{
0, x < 0or ≥ 1
1− cos(2nπx), 0 ≤ x < 1

Then it is clear that fn(x)geq0 and∫ +∞

−∞
fn(x)d x =

∫ 1

0

(1− cos(2πnx))d x = 1.

Thus fn(x) is a probability density function. By direct calculation we have

dFn(x)

d x
= fn(x).

Therefore fn(x) is actually the density function of Xn.
(c) The cdf of X is continuous and is given by

F (x) =

 0, x < 0
x, 0 ≤ x < 1
1, else.

For any x < 0 or x ≥ 1, we have Fn(x) = F (x). For 0 ≤ x < 1, we have

lim
n→∞

Fn(x) =


0, x < 0

x− limn→∞
sin(2nπx)

2nπ , 0 ≤ x < 1
1, else

= F (x).

(d) The pdf of X is

f(x) =

{
0, x < 0or ≥ 1
1, 0 ≤ x < 1

Since fn( 1
2 ) = 0or 2 while f( 1

2 ) = 1, it follows that fn does not converge to f(x).
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3. Let X1, X2, . . . be i.i.d. with common finite mean −2 and variance 1. Show that

1

n2

n∑
i,j=1, i 6=j

XiXj

converges almost surely to 4.

Proof: Set

Un =
1

n

n∑
i=1

Xi,

Vn =
1

n

n∑
i=1

X2
i ,

and

Wn =
1

n2

n∑
i,j=1, i 6=j

XiXj .

Then we have

Wn = U2
n −

1

n
Vn.

By the strong law of large numbers, we have

U2
n −→ 4, almost surely

and
Vn −→ 5, almost surely.

Thus we have the desired the result.
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4. Show that for x ≥ 0,

lim
n→∞

1

2n

∑
k:|2k−n|≤

√
nx

(
n

k

)
=

∫ x

−x

1√
2π
e−

u2

2 d u,

lim
n→∞

∑
k:|k−n|≤

√
nx

nk

k!
e−n =

∫ x

−x

1√
2π
e−

u2

2 d u.

Proof: Let X1, X2, . . . be i.i.d. with

P (X1 = 1) =
1

2
= P (X1 = 0)

and

Sn =

n∑
i=1

Xi.

Then we have E[X] = µ = 1
2 , V ar[X] = σ2 = 1

4 and

P (|Sn − nµ√
nσ2

| ≤ x) =
1

2n

∑
k:|2k−n|≤

√
nx

(
n

k

)
.

By Central Limit Theorem,

lim
n→∞

1

2n

∑
k:|2k−n|≤

√
nx

(
n

k

)
=

∫ x

−x

1√
2π
e−

u2

2 d u.

Next let Yn be a Poisson random variable with parameter n.Then

P (
Yn − n√

n
≤ x) =

∑
k:|k−n|≤

√
nx

nk

k!
e−n.

By direct calculation,

E[e
it(Yn−n√

n
)
] = e−it

√
nen(e

it√
n−1)

= e−
t2

2 +o(1).

By the continuity theorem, we get

∑
k:|k−n|≤

√
nx

nk

k!
e−n =

∫ x

−x

1√
2π
e−

u2

2 d u.
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