Orthogonality (1)

Last week we presented the following expression for the angles between two

vectors u and v in R"
0 = cos™ < u-v )
[ul[|v]]

which brings us to the fact that § = 7/2 <= u-v =0.

Definition (Orthogonality). Two nonzero vectors u and v in R” are said to be
orthogonal (or perpendicular) if u-v = 0. We will also agree that the zero
vector in R" is orthogonal to every vector in R".

Example: Each pair of the standard unit vectors in R® is orthogonal
i-j=i-k=j-k=0

Aplication of orthogonality. One way of specifying the inclination of a plane is
to use a nonzero vector n (called normal), which is orthogonal to the plane.
Then, the plane is represented by the vector equation

n~ﬁ:0

where Py = (x0, ¥0, 20), P = (x, y,z) and P, j — X0, Y — Y0,Z — Z0).
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Orthogonality (I1)

Theorem (Eq. for line and plane). (a) If a and b are constants that are not
both zero, then an equation of the form

ax+by+c=0 (1)

represents a line in R* with normal n = (a, b).
(b) If a, b and c are constant that are not all three zero, then an equation of
the form

ax+by+cz+d=0 2

represents a plane in R® with normal n = (a, b, c).

Comment: if ¢ = 0 (line through the origin), then equation (1) is homogenous
and can be expressed in a vector form

n-x=20

If d =0 we could make an equivalent statement for (2) (plane through the
origin).
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Orthogonality (111)

Theorem (Projection Theorem). If u and a are vectors in R", and if a # 0,
then u can be expressed in exactly one way in the form u = w; + wy, where w;
is a scalar multiple of a and wy is orthogonal to a.

The vectors wi and ws in the Projection Theorem are called the orthogonal
projection of u on a and the component of u orthogonal to a, respectively, and
have the form

Wi = proj,u = u-aa

1= -9
o lalP
. u-a

W2:U—pr0_jaU:u—Wa

Sometimes we will be more interested in the norm of the orthogonal projection
of u on a than the vector itself. It takes the form,

Iprojui] = -2
’ |[al|
If 0 is the angle between u and a then (u-a = ||u]|||a|| | cos8])
[lproj,ul| = [|ul|| cos 0|

Theorem (of Pythagoras in R"). If u and v are orthogonal vectors in R" with
the Euclidian inner product, then

2 2 2
[+ v[[” = [[u][" + [|v]]
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Orthogonality (1V)

Orthogonal projections can be used to solve the following distance problems:
@ Find the distance between a point and a line in R%.
@ Find the distance between a point and a plane in RS.
@ Find the distance between two parallel planes in R3.

Theorem (Distances). (a) In R? the distance D between the point Po(xo, o)
and the line ax + by +c=0is

_ |axo + byo + |
Va2 + b?

(b) In R® the distance D between the point Po(xo, yo, z0) and the plane
ax+by+cz+d=0is

D

D— |2X0+by0+CZo+d|
N
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The Geometry of Linear Systems (I)

Theorem (equation of line). Let L be the line in R? or R® that contains the
point xo and is parallel to the nonzero vector v. Then the equation of the line
through xo that is parallel to v is

X = Xg + tv
If xo = 0, then the line passes through the origin and the equation has the form
X = tv

Theorem (equation of plane). Let W be the plane in R® that contains the
point xo and is parallel to the noncollinear vectors vi and v>. Then an equation
of the plane through xo that is parallel to vi and v is given by

X = Xo + tiv1 + fav2

If xo = 0, then the plane passes through the origin and the equation has the
form

X = ti1v1 + thvo
Definition (line through x). If xo and v are vectors in R", and if v is
nonzero, then the equation

X = Xo + tv

defines the line through x, that is parallel to v. In the special case where
xo = 0, the line is said to pass through the origin.
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The Geometry of Linear Systems (II)

Definition (plane through xo). If xo, vi and v2 are vectors in R", and if v;
and v, are not collinear, then the equation

X = Xo + tiv1 + tav2

defines the plane through xo that is parallel to v; and v,. In the special case
where xo = 0, the plane is said to pass through the origin.

Definition (segment). If xo and x; are distinct points in R”, then the equation
X = Xo + t(x1 — Xo) where 0<t<1
defines the line segment from xp to x;i.

Theorem (homogeneous LS). If Ais an m X n matrix, then the solution set of
the homogenous linear system Ax = 0 consists of all vectors in R” that are
orthogonal to every row vector of A.

Theorem (LS). The general solution of a consistent linear system Ax = b can
be obtained by adding any specific solution of Ax = b to the general solution of
Ax = 0.
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Cross Product (1)

Definition (cross product). If u = (u1, uz,u3) and v = (vi1, vz, v3) are vectors
in 3-space, then the cross product u x v is the vector defined by

uxv= (U2V3 — U3Vvp, U3vy — u1v3, u1vo — Ll2V1)
or, in determinant notation

Theorem (Rel. between cross and dot product). If u, v and w are vectors in
3-space, then

uz us
V2 V3

uy us
%1 V3

u u»
Vi 1%}

) ?

(A)u-(uxv)=0 [u x v is orthogonal to u]
(b)v-(uxv)=0 [u x v is orthogonal to v]
(©) JJu x v|]? = [Jul]2||v|]* = (u - v)? [Lagrange’s identity]
(dux(vxw)=(u-w)v—(u-v)w [vector triple product]
() (uxv)xw=(u-w)v—(v-wu [vector triple product]

Theorem (Prop’s of cross product). If u, v and w are vectors in 3-space:

(a)uxv=—(vxu) (d) k(u x v) = (ku) x v =u X (kv)
P)ux(v+w)=uxv+uxw (e)ux0=0xu=0
() (u+v)xw=(uxw)+(vxw) (fluxu=0
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Cross Product (I1)

Determinant form of the cross product:

i j k
u usf. u1 us|. uxy up
uxXv=|u u u= i— i+ k
V2 V3 Vi Vw3 Vi W
Vi V2 V3
From the Lagrange’s identity we
can derive the following
expression: vl
||vl| sin &

[lu > ][ = [Jul[[|v]] sin 6

[lul

Theorem (Area of a Parallelogram). If u and v are vectors in 3-space, then
[lu X v|| is equal to the area of the parallelogram determined by u and v.

Definition (scalar triple product). If u, v and w are vectors in 3-space, then

uy uz us
u-(vxw)=|vi v w3
wr w2 w3

is called the scalar triple product of u, v and w.
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Cross product (IlI)

Theorem (Volume of Parallelogram/Parallelepiped). (a) The absolute value
of the determinant
uy uz
det { }

Vi V2

is equal to the area of the parallelogram in 2-space determined by the vectors
u = (u1,u2) and v = (vi, v2). (b) The absolute value of the determinant

det |vi v w3 (=Ju-(vxw)|)
Wi we w3

is equal to the volume of the parallelepiped in 3-space determined by the
vectors u = (u1, tr, u3), v = (v1, vz, v3) and w = (wi, wo, ws).

Theorem (volume zero if vectors in same plane). If the vectors
u = (u1,u,u3), v=_(vi, v, v3) and w = (w1, wz, ws) have the same initial
point, then they lie in the same plane if and only if

uy uz us

u-(vxw)={vi v v|=0
wa "1'%) w3
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Real Vector Spaces (1)

Definition (vector space). Let V be an arbitrary nonempty set of objects on
which two opearations are defined: addition and multiplication by scalars. If
the following axioms are satisfied by all objects u, v and w and all scalars k and
m, then we call V a vector space and we call the objects in V vectors.

@ If u+v are objectsin V, thenu+visin V.

Qutv=v+u

Qut+(v+w)=(u+v)+w

@ There is an object 0 in V called a zero vector for V, such that
O+u=u+0=uforalluin V.

@ For each u in V, there is an object —u in V, called a negative of u, such
that u+ (—u) = (—u) +u=0.

@ If k is any scalar and u is any object in V/, the ku is in V.

@ k(u+v)=ku+ kv

Q (k+mu=ku+ mu

Q k(mu) = (km)(u)

@ lu=u
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Real Vector Spaces (II)

To show that a set with two operations is a vector space:
Step 1. Identify the set V of objects that will become vectors.
Step 2. Identify the addition and scalar multiplication operation on V.

Step 3. Verify Axioms 1 and 6; That is, adding two vectors in V produces a
vector in V/, and multiplying a vector in V by a scalar also produces a
vector in V. Axiom 1 is called closure under addition and Axiom 6 is
called closure under scalar multiplication.

Step 4. Confirm that Axioms 2, 3, 4, 5, 7, 8, 9 and 10 hold.
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