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A . We prove a priori inequalities for non-subelliptic quasilinear equa-
tions related to the Monge-Ampère equation in two dimensions, for example
equations of the type

Lw = ∂2xw + ∂y [k (x,w (x, y)) ∂yw] = 0.

1. I

This paper is a companion to our paper [12]. The a priori estimates for quasi-
linear equations proved here are used in [12] to obtain regularity results for certain
non-subelliptic generalized Monge-Ampère equations in two dimensions. More pre-
cisely, we give two types of a priori estimate here. The first type of estimate in
Subsection 1.1 applies in a rather general setting, where ellipticity may degenerate
to infinite order, and concludes that higher order derivatives of solutions can be
controlled by the first and zero order derivatives. The second type of estimate in
Subsection 1.2 applies to more restrictive equations, where the infinite degeneracy
of ellipticity is balanced by a compensating linearity, and concludes that higher or-
der derivatives can be controlled by the zero order derivatives alone. It is this latter
estimate that finds application in [12]. Extensions of these estimates to higher di-
mensions will appear in a paper [10] in preparation with C. Rios. See also an earlier
preprint [13] with additional detail.

1.1. A priori estimates in terms of ∇w. Here we consider the degenerate
quasilinear equation

Lw = �∂2x + ∂yk (x,w (x, y)) ∂y
�
w = 0, (x, y) ∈ Ω3,(1.1)

where k (x, y) is smooth (infinitely differentiable) and nonnegative in a domain Ω,
and where w (x, y) and Ω3 are such that

(x,w (x, y)) ∈ Ω for all (x, y) ∈ Ω3,(1.2)

and where k is positive for x 9= 0. This is motivated by the Dirichlet problem for
the Monge-Ampère equation,�

uxxuyy − (uxy)2 = k (x, y) , (x, y) ∈ Ω
u = φ (x, y) , (x, y) ∈ ∂Ω

,(1.3)
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where k and φ are smooth and Ω is a bounded convex planar domain with smooth
positively curved boundary ∂Ω. Indeed, as is shown in e.g. [12] or [14], the partial
Legendre transformation (s, t) = T (x, y) given by�

s = x
t = uy (x, y)

,(1.4)

where u is a convex C1,1 solution of (1.3), reduces the question of interior regularity
of solutions to (1.3) to the regularity of solutions of (1.1). Indeed, the function
y = y (s, t), given by inverting T when k > 0, is then a weak solution of�

∂2s + ∂tk (s, y (s, t)) ∂t
�
y = 0.

Our first main theorem shows that if w is a smooth solution of (1.1) in Ω3, then
all its derivatives are controlled on compact subsets of Ω3 by the size of w and ∇w
(of course if Ω is bounded, then w is a priori bounded by the requirement (1.2)).
Before stating this, it will be convenient to recall the classical inequality

|∇k (x, y)| ≤ B
s
k (x, y), (x, y) ∈ L,(1.5)

for a compact subset L of Ω, and its more general form,

|∇k (x, y)| ≤ C
q��∇2k�� 1

2

∞ + (dist ((x, y) , ∂Ω))
− 1
2

rs
k (x, y), (x, y) ∈ Ω,(1.6)

if k is merely nonnegative with bounded first and second derivatives on a domain Ω
(see e.g. Appendix B in [12]). We will also need some notation. Let Pc (Ω) denote
the collection of all compact subsets of Ω. We will say that a positive function f
defined on Pc (Ω) is increasing if f (L1) ≤ f (L2) whenever L1, L2 ∈ Pc (Ω) with
L1 ⊂ L2.
Theorem 1.1. Suppose k (x, y) is smooth and nonnegative in a domain Ω, and
is positive for x 9= 0. Let ζ and κ be smooth cutoff functions supported in Ω3

with κ = 1 on the support of ζ. Then for every multi-index α, there is a posi-
tive function Cα (σ, L), defined for (σ, L) ∈ [0,∞) × Pc (Ω) and increasing in each
variable separately, depending only on Ω, Ω3,

S
|β|≤|α|+2

���Dβζ
��
∞ +

��Dβκ
��
∞
�
,

inf{(x,y)∈L:|x|≥εα} k and
S
|β|≤|α|+2

��Dβk
��
L∞(L) where

εα = ε

#
Ω, nknC|α|+2(L) ,

���� |∇k|k
1
2

����
L∞(L)

$
> 0,

such that

nζDαwn∞ ≤ Cα (nκ∇wn∞ , L)(1.7)

for all smooth solutions w of (1.1) in Ω3 such that (x,w (x, y)) ∈ L for all (x, y) in
the support of κ.

Note that the right hand side of (1.7) depends implicitly on nκwn∞ through the
restriction that (x,w (x, y)) ∈ L when κ (x, y) 9= 0.
Remark 1.1. The important point in the above a priori estimate is that the de-
pendence of the final bound in (1.7) on the function k involves only the size of
derivatives of k on L, the rate of decay of k on L as x → 0, and the constant B
in (1.5), which also depends on L. In particular, these bounds are uniform over
the family of functions {k + δ}0<δ≤1 for k satisfying the hypotheses of the theorem.
This observation provides the means of showing that the standard approximation
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procedure for the Monge-Ampère equation converges appropriately. See our com-
panion paper [12] for details.

More generally we consider the quasilinear system for three unknown functions
w, r and z of two variables (x, y) in a plane set Ω3;

∂2xw + ∂yk (x,w, r, z, y) ∂yw = 0
∂xr − z − y∂xw = 0
∂yr − y∂yw = 0
∂xz − k∂yw = 0
∂yz + ∂xw = 0

,(1.8)

where k (x, y, v, p, q) is smooth and nonnegative in Ω×R3 (Ω ⊂ R2), and
(x,w (x, y) , r (x, y) , z (x, y) , y) ∈ Ω×R3 for (x, y) ∈ Ω3.

This system is motivated by the Dirichlet problem for the generalized Monge-
Ampère equation,�

uxxuyy − (uxy)2 = k (x, y, u, ux, uy) , (x, y) ∈ Ω
u = φ (x, y) , (x, y) ∈ ∂Ω

(1.9)

where k (x, y, v, p, q) is smooth and nonnegative on Ω×R3. As before, if k > 0, we
apply the partial Legendre transform associated to a smooth solution u of (1.9).
As shown in [12], the functions w = y = y (s, t)

z = ux (x, y) = ux (s, y (s, t))
r = u (x, y) = u (s, y (s, t))

,

where (x, y) = (s, y (s, t)) is the inverse partial Legendre transform, then satisfy the
system (1.8) in the weak sense (where we have rewritten the independent variables s
and t as x and y). The first order equations in (1.8) show that the (x, y) derivatives
of z and r satisfy the same or better size estimates as do those of w, provided the
sup norms of w, z and r are all a priori bounded (of course, only the bound on z
is needed for this purpose). This is indeed the case for solutions arising from the
partial Legendre transform by the a priori estimates for first order derivatives in [1]
(which require only that k ≥ 0). As a result, we have the following generalization
of Theorem 1.1 with essentially the same proof.

Theorem 1.2. Suppose k (x, y, v, p, q) is smooth and nonnegative in a domain Ω×
R3 and is positive for x 9= 0. Let ζ and κ be smooth cutoff functions supported in Ω3
with κ = 1 on the support of ζ. Then for every multi-index α, there is a real-valued
function Cα (σ, L), defined for (σ, L) ∈ [0,∞)×Pc

�
Ω×R3� and increasing in each

variable separately, depending only on Ω, Ω3,
S

|β|≤|α|+2
���Dβζ

��
∞ +

��Dβκ
��
∞
�
,

inf{(x,y,v,p,q)∈L:|x|≥εα} k and
S
|β|≤|α|+2

��Dβk
��
L∞(L) where

εα = ε

#
Ω, nknC|α|+2(L) ,

���� |∇k|k
1
2

����
L∞(L)

$
> 0,

such that

nζDαwn∞ ≤ Cα (nκ∇wn∞ , L)
for all smooth solutions w, z and r of (1.8) in Ω3 such that

(x,w (x, y) , r (x, y) , z (x, y) , y) ∈ L
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for all (x, y) in the support of κ.

1.2. A priori estimates in terms of w. We now consider the question of when
we can improve the bound nζDαwn∞ ≤ Cα (nκ∇wn∞ , L) in Theorem 1.2 to a
bound nζDαwn∞ ≤ Cα (L) that does not depend on the size nκ∇wn∞ of the
gradient of w, but only on the size of nκwn∞ through the restriction that (x,w) ∈
L for all (x, y) in the support of κ. Such an improvement is necessary for the
application to the generalized Monge-Ampère equation (1.9) in [12]. To achieve
this we impose additional conditions on k (x, y, v, p, q) which force it to become less
dependent on the variables y, v, p and q as k goes to zero, namely

|ki| ≤ Ckd(i), 2 ≤ i ≤ 4,(1.10)

|k55| ≤ Ck
1
2 ,

on compact subsets of Ω×R3, where kj denotes differentiation with respect to the
jth of the 5 variables x, y, v, p, q, and1

d (i) =

�
3
2 , i = 2, 3
1, i = 4

.

Remark 1.2. In the classical case where k = k (x, y), (1.10) reduces to the single
condition

|k2| ≤ Ck 3
2 .(1.11)

In the equation for prescribing Gaussian curvature K (x, y), we have
k (x, y, v, p, q) = K (x, y) �1 + p2 + q2�2 ,

and elementary computations show that (1.10) again reduces to the single condition
(1.11), i.e. |K2| ≤ CK 3

2 .

We observe that the a priori estimates uxx, uyy ≤ C in [6] and [7] for convex
solutions u of (1.9) translate into the following estimates on w under the partial
Legendre transform:

wy (x, y) ≥ 1
C

1 + wx (x, y)
2 ≤ Cwy (x, y)

k (x,w (x, y))wy (x, y) ≤ C
.(1.12)

Indeed, reverting to the original variables (s, t), the inequalities follow immediately
from the a priori estimates uxx ≤ C, uyy ≤ C since max

�
k, u2xy

� ≤ k + u2xy =
uxxuyy:

yt =
1

uyy
≥ 1

C
,

k (s, y (s, t)) yt (s, t) = k (x, y)
1

uyy (x, y)
≤ uxx (x, y) ≤ C,

ys (s, t)
2 =

uxy (x, y)
2

uyy (x, y)
2 ≤

uxx (x, y)

uyy (x, y)
≤ Cyt (s, t) ,

k (s, y (s, t)) ys (s, t)
2 = k (x, y)

uxy (x, y)
2

uyy (x, y)
2 ≤ uxx (x, y)2 ≤ C2.

1In a paper [10] in preparation with C. Rios, it is shown that the exponent 3
2
in (1.10) and

(1.11) can be replaced with the near optimal exponent 1 + ε, ε > 0.
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Note that the fourth inequality also follows by combining the second and third
inequalities. We will heretofore assume that all of our solutions to (1.8) satisfy
(1.12) as well.

Remark 1.3. Consider the classical case k = k (x, y). Of importance here is the
fact that (1.11) |k2| ≤ Ck 3

2 implies the analogue of (1.5) for k (x,w (x, y));��∇(x,y)k (x,w (x, y))�� ≤ |k1 (x,w (x, y))|+ |k2 (x,w (x, y))| |∇w (x, y)|(1.13)

≤ C
�√
k + k

3
2 k−1

�
= C

s
k (x,w (x, y)),

independent of ∇w, since |∇w| ≤ Ck−1 for solutions w to (3.2) satisfying (1.12).
Just as in Remark 1.3 above, the conditions (1.10) on ki are precisely those

which together with (1.12), imply (1.5) for hk, namely ���∇(s,t)hk��� ≤ C
shk. Note

that d (4) = 1 is less than d (2) = d (3) = 3
2 since (3.2) yields |zs| = kwt ≤

C and |zt| = |ws| ≤ Ck−
1
2 by the a priori estimates (1.12), and thus the term

k4 (s, w (s, t) , r (s, t) , z (s, t) , t)
��∇(s,t)z�� will be bounded by shk if |k4| ≤ Ck. This

observation is important in our application to the prescribed Gaussian curvature
equation. The reason for the special hypothesis on the second derivative k55, and
not the others, is that the strong hypotheses on k2, k3 and k4 actually turn out to
imply that |∇ki| ≤ C

√
k for 2 ≤ i ≤ 4. Since the very last argument in the paper

requires |kij | ≤ C
√
k for 2 ≤ i, j ≤ 5, we see that only the bound on k55 requires

an additional hypothesis.

Theorem 1.3. Suppose k (x, y, v, p, q) is smooth and nonnegative in a domain Ω×
R3, is positive for x 9= 0 and satisfies (1.10). Let ζ and κ be smooth cutoff func-
tions supported in Ω3 as above. Then for every multi-index α, there is an increasing
real-valued function Cα (L), defined for L ∈ Pc

�
Ω×R3�, depending only on Ω, Ω3,S

|β|≤|α|+2
���Dβζ

��
∞ +

��Dβκ
��
∞
�
, inf{(x,y,v,p,q)∈L:|x|≥εα} k and

S
|β|≤|α|+2

��Dβk
��
L∞(L)

where

εα = ε

Ω, nknC|α|+2(L) ,

����� |k1|+ |k5|+ |k55|√
k

+
4[
i=2

|ki|
kd(i)

�����
L∞(L)

 > 0,

such that

nζDαwn∞ ≤ Cα (L)
for all smooth solutions w, z and r of (1.8) in Ω3 satisfying (1.12), and such that

(x,w (x, y) , r (x, y) , z (x, y) , y) ∈ L
for all (x, y) in the support of κ.

In [12] an example is given to show that under the hypotheses of Theorem 1.1,
the stronger estimate nζDαwn∞ ≤ Cα (L) in the conclusion of Theorem 1.3 may
fail.
Throughout this paper we will use C to denote a constant that may change

from line to line, but is independent of any significant quantities. We will use
a calligraphic C to denote a function of one or more variables, increasing in each
variable separately, that may also change from line to line, but remains independent
of any significant quantities apart from its variables. We will use nonnegative cutoff
functions adapted to our operator L as follows. Let R = [−R1, R1]× [−R2, R2] be
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a rectangle centred at the origin in the plane, which we assume lies in Ω3, and let
ηi, ζi, θi ∈ C∞c ((−Ri, Ri)) for i = 1, 2 satisfy
1. ηi equals 1 in a neighbourhood of zero,
2. ζi equals 1 in a neighbourhood of zero,
3. θi = 1 on the supports of both η3i and ζ 3i,
4. 0 does not lie in the support of θi.

Set

η (x, y) = η1 (x) η2 (y) ,

ζ (x, y) = ζ1 (x) ζ2 (y) ,

(1 (x, y) = θ1 (x) ζ2 (y) ,

(2 (x, y) = ζ1 (x) θ2 (y) .

Let ξ,κ ∈ C∞c (R) satisfy
1. ξ = 1 on the support of all four functions η, ζ, (1 and (2,
2. κ = 1 on the support of ξ.
Convention: We now introduce a small abuse of notation in order to greatly re-
lieve congestion in subsequent complicated formulas. Many of our quasilinear
equations involve functions of the form (Dαk) (x,w (x, y)) for a multiindex α.
We should of course write this as (Dαk)◦Φ where Φ (x, y) = (x,w (x, y)), but
will instead write simply Dαk when it is clear that the derivative is evaluated
at Φ (x, y). For example, using the standard notation that ki denotes partial
differentiation of k (x, y) with respect to x if i = 1, and y if i = 2, we will
write ki and kij to mean ki (x,w (x, y)) and kij (x,w (x, y)) respectively. In
these circumstances, the meaning of the formula ∂xk = k1 + k2wy is

∂x {k (x,w (x, y))} = k1 (x,w (x, y)) + k2 (x,w (x, y))wy (x, y) .
We remark that throughout section 2 on linear equations, k always means
k (x, y), while in section 3 on quasilinear equations, k always means k (x,w (x, y)).
When there is the possibility of confusion, we will write out k (x, y) or k (x,w (x, y))
explicitly.

2. H L E

In this section we review the analogous linear theory of hypoelliptic a priori
estimates, which will be used as part of our attack in the nonlinear case. We
denote by nfns the usual Sobolev space norm given by

nfn2s =
]
R2

��� ef (ξ)���2 �1 + |ξ|2� s
2

dξ.

One may obtain the hypoellipticity of the linear operator

L = ∂2x + ∂yk (x, y) ∂y(2.1)

in the case that k ∈ C∞ (R), where R is a rectangle [−R1, R1]× [−R2, R2], by first
establishing an a priori inequality of the form

nηun2s ≤ C nηLun2s + C nξLun2s−ε + C nκun2s−ε , ε > 0,(2.2)

where the cutoff functions η, ξ and κ are adapted to the operator L as above. Note
that the cutoff function η is replaced by a larger cutoff ξ, which is 1 on the support
of η, when Lu is measured in a Sobolev space of smaller order. This is important
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in deducing the general case from the special case s = ε by bootstrapping. Note
moreover that (2.2) is weaker than subellipticity: the operator L is subelliptic if
there is ε > 0 such that

nun2ε ≤ C
�����] (Lu) (u)

����+ nun20� ,
for all smooth compactly supported u. Since the function hk (x, y) = k (x,w (x, y))
arising in the quasilinear equation has bounds on its derivatives depending on those
of the solution w, we will restrict attention to the case s = � = 1,

nηun21 ≤ C nηLun21 + C nξLun20 + C nκun20 ,
in order to avoid difficult remainder terms arising from the pseudodifferential cal-
culus when s is not integral.
The basic idea of the proof, following J. Kohn [8], is to estimate nηun21 by the

Poincaré inequality in the x - variable (which requires no information on the de-
generate function k),

nηun21 = n∇ηun20 ≤ CR21 n∂x (∇ηu)n20 ,(2.3)

and then use the k - gradient estimate (compare Corollary 2.3 below),]
R

�
|ζ∂x∇ηu|2 + k |ζ∂y∇ηu|2

�
≤ −2

]
R
(ζL∇ηu) · (ζ∇ηu)

+4

]
R
|ζx∇ηu|2 + 4

]
R
k
��ζy∇ηu��2

= I + II + III,

exploiting the fact that R1 is small. In the subelliptic case, where k vanishes
to finite order in x, there are Poincaré inequalities that actually improve the Lp

integrability of solutions. These are not available here, and the small constant is
our only improvement. Term I is handled by writing

[L,∇η] = ∇ [L, η] + [L,∇] η
and estimating the commutator [L, η] with the help of even and odd operators
(see Lemma 2.4 below). The commutator [L,∇] = −∂y (∇k) ∂y can be suitably
estimated using inequality (1.5), |∇k| ≤ C√k. In both cases, terms of the form
C nηun21 arise in the estimates, but can be absorbed into the left side of (2.3) since
they are multiplied by R1, which we can take sufficiently small. We remark that
[L,∇] has no remainder term while [L,Λs] for s not an integer, has a remainder
that requires too much smoothness of k (x,w (x, y)). Term II is supported where
L is better behaved, actually elliptic by hypothesis, and term III can be handled
by exploiting the fact that the weight k in the norm is the least eigenvalue of the
operator L; this permits us to replace the identity v = ∇ · I1v, I1 = ∇· −1, with
the pointwise inequality

k |v|2 ≤ |∂xI1v|2 + k |∂yI1v|2 .
We then turn to the Lp estimates of J. Moser, and establish a priori inequalities

with an improvement in the integrability of derivatives of the solution, similar to�]
R

��ζDαuβ
��2 dxdy� 1

2

≤ Cβ
�]

R

��ξDαuβ
��p dxdy� 1

p

,(2.4)
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for some p < 2. This will be useful in estimating the nonlinearities in Lu in the
quasilinear case. Next, we consider the quasilinear degenerate elliptic equation
(1.1),

Lw = �∂2x + ∂yk (x,w (x, y)) ∂y
�
w = 0,

where k is smooth and nonnegative on R and w is smooth. We alternately apply
the a priori inequalities (2.3) and (2.4) to obtain that the derivatives of w are
controlled by nwn∞ and n∇wn∞.
Finally, it might be helpful to keep the following points in mind while reading

the estimates in subsequent sections. Since u is a solution of Lu = 0, the operator
L behaves better than an operator of order 2 when applied to u. However, when
L is commuted with an operator P of order α, then L loses its special status in
[L, P ], and the commutator has order only 2 + α − 1. In order to compensate for
this loss, we need to exploit special properties of [L, P ]: the inequality (1.5) in case
P is a differential operator of order α = 1, the even-odd technology in case P is
multiplication by a cutoff function with α = 0, and the pseudodifferential calculus
of rough operators in the case P has order α = −1 (see the proof of Lemma 2.10
below).

2.1. The gradient estimate. Let k be nonnegative and smooth on R (we remind
the reader that throughout this section k = k (x, y)). We begin with the well known
Caccioppoli inequality estimating the energy of the L - gradient of a function u in
terms of u and Lu. For this it is convenient to introduce the inner product

kv, wlk = v1w1 + kv2w2 = v1w1 + k (x, y) v2w2,
as well as the matrix

A = A (x, y) =
�
1 0
0 k (x, y)

�
,

so that L = ∇ · A∇. The operator L is a sum of “squares” of the two vector fields
∂x and

√
k∂y, usually called the unit vector fields associated with L. Later it will

be important to observe that the vector fields ki∂y are subunit in the sense that
|ki| ≤ C

√
k by (1.5).

Lemma 2.1. Suppose L is as in (2.1) with k nonnegative and smooth. For u ∈
C∞ (R), we have the identity]

R
kζ∇u, ζ∇ulk dxdy = −

]
R
(ζLu) (ζu) dxdy − 2

]
R
ku∇ζ, ζ∇ulk dxdy,

and the inequality]
R

�
|ζ∂xu|2 + k |ζ∂yu|2

�
dxdy ≤ −2

]
R
(ζLu) (ζu) dxdy(2.5)

+4 nζxn2∞
]
R
|(1u|2 dxdy + 4

��ζy��2∞ ]R k |(2u|2 dxdy.
Proof. Integration by parts yields the identity above, and then using

2 |ku∇ζ, ζ∇ulk| ≤
1

2
kζ∇u, ζ∇ulk + 2 ku∇ζ, u∇ζlk

in the identity, and absorbing the term reproduced on the right, yields]
R
kζ∇u, ζ∇ulk ≤ −2

]
R
(ζLu) (ζu) + 4

]
R
ku∇ζ, u∇ζlk .
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Inequality (2.5) now follows from k∇ζ,∇ζlk = ζ2x + kζ
2
y ≤ nζxn2∞ ρ21 +

��ζy��2∞ kρ22.
Corollary 2.2. Suppose L is as in (2.1) with k nonnegative and smooth. For
u ∈ C∞ (R), we have]

R

�
|∂xζu|2 + k |∂yζu|2

�
dxdy ≤ −4

]
R
(ζLu) (ζu) dxdy(2.6)

+10 nζxn2∞
]
R
|(1u|2 dxdy + 10

��ζy��2∞ ]R k |(2u|2 dxdy.
Proof. Use ∂xζu = ζ∂xu+ ζxu, ∂yζu = ζ∂yu+ ζyu and (2.5).

2.1.1. Gradients and commutators. In this subsubsection, we extend the k-gradient
estimate for ζu in (2.6) to a k-gradient estimate for a deriviative ζ∂ηu. It will be
convenient to set

A6 = 1 + n∇ηn6∞ + n∇ζn6∞ + n∇(1n6∞ + n∇(2n6∞(2.7)

+
��∇2η��3∞ + ��∇2ζ��3∞ + ��∇3η��2∞ ,

in order to collect constants in front of the lower order terms in what follows. It is
important to observe that since A ≥ R−11 , if we wish to show that a certain term
is small by applying the one-dimensional Poincaré inequality in the x-variable in
order to gain a factor of R1 (as in (2.3) above), we must ensure that the term to
be shown small is not multiplied by a constant which increases with A.

Corollary 2.3. Suppose L is as in (2.1) with k nonnegative and smooth. Let ∂
denote either ∂x or ∂y. For u ∈ C∞ (R), we have]

R

�
|∂x (ζ∂ηu)|2 + k |∂y (ζ∂ηu)|2

�
dxdy(2.8)

≤ −4
]
R
(ζ∂ηLu) (ζ∂ηu) dxdy − 4

]
R
(ζ [L, ∂η]u) (ζ∂ηu) dxdy

+CA2 n(1un21 + CA2
���√k∂(2u���2

0
+ CA4 nξun20 .

Proof. Replace u with ∂ηu in (2.6) and then use L∂η = ∂ηL+ [L, ∂η] and (i∂η =
[(i, ∂] η + [∂, η] (i + η∂(i for i = 1, 2.
The above corollary leads us to consideration of the commutator appearing on

the right side of (2.8),

[L, ∂η] = ∂ [L, η] + [L, ∂] η.(2.9)

The two terms on the right side of (2.9) will be estimated in Lemmas 2.5 and 2.6
below. In order to handle the commutator [L, η], we will need a standard lemma
regarding even and odd operators (see e.g. [8]). Let ∂ denote a partial derivative
of order one, either ∂x or ∂y, so that ∂ + ∂t = 0.

Lemma 2.4. Let P and Q denote classical pseudodifferential operators such that
P + P t and Q + Qt have order one less than the order ord (P ) and ord (Q) of P
and Q respectively. For u ∈ C∞, we have the following identity in which the sum
of the orders of the operators appearing in the terms on the right is one less than
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the sum on the left:

2

]
(P∂ζu) (Qζu) =

]
([P, ∂] ζu) (Qζu) +

]
(P ζu) ([Q, ∂] ζu) +

] ��
P,Qt

�
ζu
�
(∂ζu)

+

] ��
P + P t

�
∂ζu

�
(Qζu)−

] �
P t∂ζu

� ��
Q+Qt

�
ζu
�
.

We can now use inequality (1.5) to handle the right side of (2.8) that involves
the first term ∂ [L, η] in (2.9).
Lemma 2.5. Suppose L is as in (2.1) with k nonnegative, smooth and satisfying
(1.5). Let ∂ denote either ∂x or ∂y. For u ∈ C∞ (R) and 0 < α < 1, we have with
B as in (1.5),����]R (ζ∂ [L, η]u) (ζ∂ηu) dxdy

���� ≤ Cα �B2 + 1��n∂xζ∂ηun20 + ���√k∂yζ∂ηu���20
�

+C nηun21 + C
�
A4 n(1un21 +

�
A4 +

A2

α

����√k∂y(2u���2
0

�
+A4

�
1

α
+B2 +A2

�
nξun20 + Cα

�
B2 + 1

�
A2
����]R (ηLu) (ηu) dxdy

���� .
Proof. Computing out [L, η] we obtain����]R (ζ∂ [L, η]u) (ζ∂ηu)

���� ≤ 2

����]R (ζ∂ηx∂xu) (ζ∂ηu)
����+ 2 ����]R �ζ∂kηy∂yu� (ζ∂ηu)

����
+

����]R �ζ∂ �ηxx + kηyy + kyηy�u� (ζ∂ηu)
����

= I + II + III.

To estimate I, we note that since ηx = ηx(
2
1, we have

−
]
R
(ζ∂ηx∂xu) (ζ∂ηu) =

]
R

�
∂ζ2∂(1ηx(1∂xu

�
(ηu)

=

]
R

�
(1∂ζ

2∂ηx∂x(1u
�
(ηu)−

]
R

�
∂ζ2∂(1ηx (∂x(1)u

�
(ηu)

−
]
R

��
(1, ∂ζ

2∂
�
ηx∂x(1u

�
(ηu) ,

and so, as we shall show,����]R (ζ∂ηx∂xu) (ζ∂ηu)
���� ≤ ����]R (ζ∂ηx∂x(1u) (ζ∂η(1u)

����(2.10)

+C
�
nηun21 +A4 n(1un21 +A6 nξun20

�
.

Indeed, the first term on the right side of (2.10) is the absolute value of the first
term on the right side of the previous display. We also have����]R �∂ζ2∂(1ηx (∂x(1)u� (ηu)

���� = ����]R �ζ2∂(1ηx (∂x(1)u� (∂ηu)
����

≤
����]R �ζ2ηx (∂x(1) ∂(1u� (∂ηu)

����+ ����]R �ζ2 [∂(1, ηx (∂x(1)]u� (∂ηu)
����

≤ C
�
nηun21 +A4 n(1un21 +A6 nξun20

�
,
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since [∂(1, ηx (∂x(1)] has order 0 and norm bounded by A3. Similarly,����]R ��(1, ∂ζ2∂� ηx∂x(1u� (ηu)
���� ≤ C �nηun21 +A4 n(1un21 +A6 nξun20�

since
�
(1, ∂ζ

2∂
�
is the sum of a zero order operator of norm A2 and a first order

operator of norm A, upon expanding the commutator. Now apply Lemma 2.4, with
P = ζ∂ηx and Q = ζ∂η to obtain from (2.10) that

|I| ≤ C
�
nηun21 +A4 nρ1un21 +A6 nξun20

�
.

We remark that since P +P t = ζ∂ηx−ηx∂ζ has order 0 (and similarly for Q+Qt),
all the terms on the right side of Lemma 2.4 have less total order than the left side,
and after much computation we have the desired result. Note also the tradeoff of
order for powers of A in Lemma 2.4 - if a derivative hits a cutoff function, the order
is reduced but an additional factor of A arises in the norm.
For II we write

|II| = 2

����]R
�√
kηy∂yu

��√
k∂ζ2∂ηu

�����
≤ C

1

α

���√kηy∂yu���2
0
+ Cα

���√k∂ζ2∂ηu���2
0
.

We may assume (2 = 1 on the support of ηy if we assume that ζ1 = 1 on the
support of η1, since (2 = ζ1 (x) θ2 (y) and ηy = η1 (x) η

3
2 (y).

Cautionary Note: We initially defined the cutoff functions ζi and ηi to be
independent for i = 1, 2. We caution the reader that while we will now
assume that ζ1 = 1 on the support of η1, in later sections we will want to
choose just the opposite, namely ηi = 1 on the support of ζi. This will not
be circular, as in the iterations of our inequalities, we replace our existing
complement of cutoff functions with a completely new collection, supported
in a much larger set and often without notice.

So with (2 = 1 on the support of ηy we have���√kηy∂yu���2
0
≤ A2

���√k∂y(2u���2
0
,

and ���√k∂ζ2∂ηu���2
0
≤ C

���ζ√k∂ζ∂ηu���2
0
+ C

���√k (∂ζ) ∂ηu���2
0

(2.11)

≤ C n∂xζ∂ηun20 + C
���√k∂yζ∂ηu���2

0

+CA2 n∂xηun20 + CA2
���√k∂yηu���2

0

upon considering the cases ∂ = ∂x and ∂ = ∂y separately, throwing away the
√
k

when ∂ = ∂x. Thus we obtain

|II| ≤ Cα n∂xζ∂ηun20 + Cα
���√k∂yζ∂ηu���2

0

+CαA2 n∂xηun20 + CαA2
���√k∂yηu���2

0
+ C

A2

α

���√k∂y(2u���2
0
.
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We now apply Corollary 2.2 to estimate the middle line above by

CαA2 n∂xηun20 + CαA2
���√k∂yηu���2

0
(2.12)

≤ CαA2
����]R (ηLu) (ηu)

����+ CαA4 nξun20 .
Finally, for III, we have

|III| ≤
����]R (ζ∂ηxxu) (ζ∂ηu)

����+ ����]R �ζ∂kηyyu� (ζ∂ηu)
����+ ����]R �ζ∂kyηyu� (ζ∂ηu)

���� .
Using ηxx = ηxx(1, we see that the first of the three terms is dominated by

C
�
nηun21 +A4 n(1un21 +A6 nξun20

�
.

Using ηyy = ηyy(2 and our hypothesis (1.5), we see that in the case ∂ = ∂y, the
second term is dominated by

C
�
nηun21 +A4 nk∂y(2un20 +A4

�
A2 +B2

� nξun20� .
In the case ∂ = ∂x, we have����]R �ζ∂xkηyyu� (ζ∂xηu)

���� =

����]R �kηyyu� �∂xζ2∂xηu�
����

≤ C

α
A4 nξun20 + Cα

��∂xζ2∂xηu��20
≤ C

α
A4 nξun20 + Cα n∂xζ∂xηun20 + CαA2 n∂xηun20 ,

and we can apply (2.12) to the last term here. Finally, by using (2.11) and our
hypothesis (1.5), the third term satisfies����]R �ζ∂k2ηyu� (ζ∂ηu)

���� =

����]R �ηyu� �k2∂ζ2∂ηu�
����

≤ C

α
A2 nξun20 + CαB2

���√k∂ζ2∂ηu���2
0

≤ C

α
A2 nξun20 +B2Cα n∂xζ∂ηun20 +B2Cα

���√k∂yζ∂ηu���2
0

+CαA2B2 n∂xηun20 + CαA2B2
���√k∂yηu���2

0
.

Now use (2.12) on the final two terms on the right side to complete the proof of
Lemma 2.5.
We can now use inequality (1.5) to handle the right side of (2.8) that involves

the second term [L, ∂] η in (2.9).
Lemma 2.6. Suppose L is as in (2.1) with k nonnegative, smooth and satisfying
(1.5). Let ∂ denote either ∂x or ∂y. For u ∈ C∞ (R) and 0 < α < 1, we have����]R (ζ [L, ∂] ηu) (ζ∂ηu) dxdy

���� ≤ C
1

α
nηun21 + CB2α

]
R
k |∂yζ∂ηu|2 dxdy

+CαA2B2
����]R (ηLu) (ηu) dxdy

����+ CαA4B2 nξun20 .
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Proof. Use [L, ∂] = ∂y [k, ∂] ∂y = −∂y (∂k) ∂y along with (1.5) and (2.12).
We can now replace the right side of (2.8) with only error terms and terms

involving Lu.
Corollary 2.7. Suppose L is as in (2.1) with k nonnegative, smooth and satisfying
(1.5). Let ∂ denote either ∂x or ∂y. For u ∈ C∞ (R), we have]

R

�
|∂x (ζ∂ηu)|2 + k |∂y (ζ∂ηu)|2

�
dxdy

≤ −4
]
R
(ζ∂ηLu) (ζ∂ηu) dxdy + CA2

����]R (ηLu) (ηu) dxdy
����

+CA4 n(1un21 + CA2
�
A2 +B2

� ]
R
k |∂y(2u|2 dxdy + CA2

]
R
k |∂(2u|2 dxdy

+C
�
1 +B2

� nηun21 + CA4 �A2 +B2� nξun20 .
Proof. We plug the identity [L, ∂η] = ∂ [L, η] + [L, ∂] η into the second term on the
right side of Corollary 2.3,]

R

�
|∂x (ζ∂ηu)|2 + k |∂y (ζ∂ηu)|2

�
≤ −4

]
R
(ζ∂ηLu) (ζ∂ηu)− 4

]
R
(ζ [L, ∂η]u) (ζ∂ηu)

+CA2 n(1un21 + CA2
���√k∂(2u���2

0
+ CA4 nξun20 ,

and then estimate the resulting terms with Lemma 2.5 for 0 < α < 1 to be chosen,����]R (ζ∂ [L, η]u) (ζ∂ηu)
����

≤ Cα
�
B2 + 1

��n∂xζ∂ηun20 + ���√k∂yζ∂ηu���2
0

�
+ C nηun21

+C

�
A4 n(1un21 +

�
A4 +

A2

α

�����√k∂y(2u���2
0

�
+A4

�
1

α
+B2 +A2

�
nξun20

�
+CαA2

�
B2 + 1

� ����]R (ηLu) (ηu)
���� ,

and Lemma 2.6,����]R (ζ [L, ∂] ηu) (ζ∂ηu)
���� ≤ C

1

α
nηun21 + CB2α

]
R
k |∂yζ∂ηu|2

+CαA2B2
����]R (ηLu) (ηu)

����+ CαA4B2 nξun20 .
Then choose α = 1

2C(1+B2) so that the term

Cα
�
1 +B2

� n∂xζ∂ηun20 + Cα �1 +B2� ]
R
k |∂yζ∂ηu|2

can be absorbed into the left side.
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2.2. The Moser Iteration. In this section we establish local Lp improvement
for solutions u of Lu = 0, where L = ∂2x + ∂yk (x, y) ∂y. Whenever we use β to
denote a positive real number, we assume that β = m

n is rational with n odd, so
that expressions such as u (x)β make sense. Let R = [−R1, R1] × [−R2, R2] be a
rectangle in the plane, and let η, ζ, (, ξ,κ be as in section 1. Let k be nonnegative
and smooth in a neighbourhood of R.

2.2.1. The gradient estimate for powers. We begin by generalizing Lemma 2.1 to

powers of u as in [9]. Recall that kv, wlk = v1w1+ kv2w2 and A =
�
1 0
0 k (x, y)

�
.

Lemma 2.8. Suppose L is as in (2.1) with k nonnegative and smooth. For u ∈
C∞ (R) and β > 1

2 , we have]
R


ζ∇uβ, ζ∇uβ�

k
dxdy =

− β2

2β − 1
]
R
(ζLu) �ζu2β−1� dxdy − 2β

2β − 1
]
R


uβ∇ζ, ζ∇uβ�

k
dxdy,

and ]
R

���ζ∂xuβ��2 + k ��ζ∂yuβ��2� dxdy ≤ 2β2

2β − 1
����]R (ζLu) �ζu2β−1� dxdy

����
+

�
2β

2β − 1
�2
nζxn2∞

]
R

��(1uβ��2 dxdy +� 2β

2β − 1
�2 ��ζy��2∞ ]R k ��(2uβ��2 dxdy.

Proof. For β ≥ 1, integration by parts yields the identity above, and for 12 < β < 1,
an additional elementary limiting argument is needed, which we omit. Now use the
inequality 2ab ≤ αa2 + 1

αb
2 to obtain

2
��uβ∇ζ, ζ∇uβ�

k

�� ≤ 2β − 1
2β


ζ∇uβ , ζ∇uβ�

k
+

2β

2β − 1

uβ∇ζ, uβ∇ζ�

k
,

and combining this with k∇ζ,∇ζlk = ζ2x + kζ
2
y ≤ nζxn2∞ ρ21 + nζxn2∞ kρ22 as in

Lemma 2.1, we obtain the desired inequality.

2.2.2. The subunit estimate. While the integral
U
R
��(1uβ��2 in Lemma 2.8 can be

handled since it is supported where L is elliptic, the integral UR k ��(2uβ��2 requires
further work. We will use the following fractional integral result repeatedly in this
effort.

Proposition 2.9. Suppose T is a pseudodifferential operator of order α ∈ (−2, 0].
Then

nζT ξfnLq(R2) ≤ C nξfnLp(R2) ,
1

q
≥ 1
p
+

α

2
,

provided 1 ≤ p ≤ q < ∞, and q < 2
2+α in the case p = 1. If T is in addition a

Fourier multiplier operator, then the cutoff function ξ can be omitted.

We do not need (1.5), the inequality |∇k| ≤ B√k, for the next result.



A PRIORI ESTIMATES 15

Lemma 2.10. Suppose L is as in (2.1) with k nonnegative and smooth. Then
for each ν > 0, there is p < 2 such that for all u ∈ C∞c (R) and all β > 1,�U

R k
��(2uβ��2 dxdy� 1

2

is dominated by

C
s
β

����]R �ξI1(2uβ−1Lu� �ξI1(2uβ�
���� 12 + C � β

β − 1
� 1

2
����]R

�√
(2u

β
2−1Lu

��√
(2u

β
2

�����
+Cp

#s
β (β − 1) + A2

√
β

(β − 1) 32
+ nκknCν +A nκkyn∞ +A2

$�]
R

��ξuβ��p� 1
p

,

where I1 is a Fourier multiplier operator of order −1.

Proof. Denote by Λs the multiplier operator with symbol
�
1 + |·|2

� s
2

. We use the

identity,

Id =
�
I −∇2�Λ−2 = Λ−2 −∇ · �∇Λ−2� ,

to write]
R
k
��(2uβ��2 =

]
R
k
��ξ(2uβ��2 ≤ C ]

R
k
��ξΛ−2(2uβ��2 + C ]

R
k
��ξ∇ · �∇Λ−2� (2uβ��2

≤ C

]
R

��ξΛ−2(2uβ��2 + C ]
R

��ξ∂x �I1(2uβ���2 + C ]
R
k
��ξ∂y �I1(2uβ���2

where I1 = ∂xΛ
−2 in the second integral on the right, and I1 = ∂yΛ

−2 in the third
integral. Both operators I1 have order −1, and this small abuse of notation should
cause no problems. Now the first term on the right satisfies]

R

��ξΛ−2(2uβ��2 ≤ Cp�]
R

��ξuβ��p� 2
p

for any 1 ≤ p < 2, by Proposition 2.9 on fractional integration (Λ−2 has order α
for all α > −2). By Lemma 2.1, and with L as in (2.1), the last two terms on the
right are dominated by

C

����]R �ξLI1(2uβ� �ξI1(2uβ�
����+ CA2 ]R ��κI1(2uβ��2(2.13)

upon replacing u by I1(2u
β in (2.5). Strictly speaking, we should replace I1 in

(2.13) by ∂xΛ−2, and then by ∂yΛ−2, and finally add the two expressions. Now the
last term in (2.13) satisfies]

R

��I1(2uβ��2 ≤ Cp�]
R

��ξuβ��p� 2
p

for any 1 < p < 2, by Proposition 2.9 again. It remains to estimate the first term
on the right side of (2.13) given by

]
R

�
ξLI1(2uβ

� �
ξI1(2u

β
�
=

]
R

�
ξI1(2Luβ

� �
ξI1(2u

β
�
+

]
R

�
ξ [L, I1(2]uβ

� �
ξI1(2u

β
�
.

Noting that

Luβ = �∂2x + ∂yk∂y
�
uβ = βuβ−1Lu+ β (β − 1)uβ−2

�
|∂xu|2 + k |∂yu|2

�
,
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we have]
R

�
ξLI1(2uβ

� �
ξI1(2u

β
�
= β

]
R

�
ξI1(2u

β−1Lu� �ξI1(2uβ�
+β (β − 1)

]
R

�
ξI1(2u

β−2
�
|∂xu|2 + k |∂yu|2

���
ξI1(2u

β
�
+

]
R

�
ξ [L, I1(2]uβ

� �
ξI1(2u

β
�

= I + J +K.
Now the term |I| 12 is the first term in the conclusion of the lemma. For the

second term, we write I1 = ∂Λ−2 =
�
∂Λ−

3
2

��
Λ−

1
2

�
= I 1

2
I 1
2
where ∂ is either ∂x

or ∂y (we continue to abuse notation by writing I 1
2
for the three different operators

∂xΛ
− 3
2 , ∂yΛ−

3
2 and Λ−

1
2 , each of order −12). We then obtain

|J | = β (β − 1)
]
R2

�
I 1
2
ξ2I1(2u

β−2
�
|∂xu|2 + k |∂yu|2

���
I 1
2
(2u

β
�

≤ Cβ (β − 1)
]
R2

���I 1
2
ξ2I1(2u

β−2
�
|∂xu|2 + k |∂yu|2

����2 + Cβ (β − 1)]
R2

���I 1
2
(2u

β
���2

≤ Cβ (β − 1)
�]

R

���(2uβ−2 �|∂xu|2 + k |∂yu|2�����2 + Cβ (β − 1)�]
R

��(2uβ�� 43� 3
2

,

by Proposition 2.9 with first T = I 1
2
ξ2I1, α = −32 , p = 1 and q = 2, and then with

T = I 1
2
, α = −12 , p = 4

3 and q = 2. Using Lemma 2.8 with
β
2 in place of β in the

case β > 1 (J = 0 when β = 1), the first integral above satisfies]
R

���(2uβ−2 �|∂xu|2 + k |∂yu|2���� = C 1

β2

]
R

����√(2∂xuβ
2

���2 + k ���√(2∂yuβ
2

���2�
≤ C 1

β − 1
����]R

�√
(2u

β
2−1Lu

��√
(2u

β
2

�����+ CA2 1

(β − 1)2
]
R

��ξuβ�� .
So altogether, we have

|J | ≤ C β

β − 1
����]R

�√
(2u

β
2−1Lu

��√
(2u

β
2

�����2 + C
%

A4β

(β − 1)3 + β (β − 1)
&�]

R

��ξuβ�� 43� 3
2

,

where the first term here leads to (by taking the square root) the second term in
the conclusion of the lemma.
Finally, to estimate the third term K, we write I1 = ∂Λ−2 =

�
∂Λα−2

�
(Λ−α) =

I1−αIα for any 0 < α < 1 to obtain

|K| =
����]R �I1−αξ2 [L, I1(2]uβ� �Iα(2uβ�

���� ≤ C ]R ��I1−αξ2 [L, I1(2]uβ��2 + C
]
R

��Iα(2uβ��2 .
As before, ]

R

��Iα(2uβ��2 ≤ Cp�]
R

��(2uβ��p� 2
p

for 12 =
1
p − α

2 . We now write [L, I1(2] = [L, I1] (2 + I1 [L, (2] and consider the two
terms ]

R

��I1−αξ2 [L, I1] (2uβ��2 and ]
R

��I1−αξ2I1 [L, (2]uβ��2(2.14)
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separately.
To estimate the first term in (2.14), we note that

[L, I1] = ∂y [k, I1] ∂y = ∂y (kI1∂y − I1k∂y) = ∂y (k (I1∂y)− (I1∂y) k + I1ky) = ∂y ([k, I1∂y] + I1ky) .

Following [11], we denote by OmI the collection of rough pseudodifferential operators
mapping Hs+m,p

compact to H
s,p
loc for 1 < p < ∞ and s ∈ I, where Hs,p denotes the

Sobolev space of functions whose fractional derivatives up to order s lie in Lp.
Now for 0 < µ < 1 and ε > 0 we have ξ [k, I1∂y] ∈ O−µ(−ε,ε) for µ + ε < ν with
norm nκknCν(R2) by Theorem 4 in [11]. Since I1−αξ∂y has order α, and since
ξ2∂y = ξ∂yξ − ξyξ, we thus have

I1−αξ2∂y [k, I1∂y] ∈ Oα−µ
(−ε+α,ε−α), for 0 < α < min {µ, ε} , µ+ ε < ν.

Thus I1−αξ2∂y [k, I1∂y] maps L
p1
compact = H0,p1

compact to H
µ−α,p1
loc provided µ − α ∈

(−ε+ α, ε− α), i.e. µ ∈ (2α− ε, ε), which is in turn embedded in L2loc by the
Sobolev embedding theorem with 1

2 =
1
p1
− µ−α

2 . Note that given ν > 0, we can
first choose ε and α such that 0 < ε

2 < α < ε < ν
2 , and then choose µ such that

α < µ < ε, in order that all of the above parameter restrictions hold. So,]
R

��I1−αξ2 [L, I1] (2uβ��2 ≤ C

]
R

��I1−αξ2∂y [k, I1∂y] (2uβ��2 + C ]
R

��I1−αξ2∂yI1k2(2uβ��2
≤ C nκkn2Cν

�]
R

��(2uβ��p1� 2
p1

+ C nκkyn2∞
�]

R

��(2uβ��p2� 2
p2

,

for 12 =
1
p1
− µ−α

2 and 1
2 =

1
p2
− 1−α

2 by Proposition 2.9.
To estimate the second term in (2.14), we observe that if T is defined by T =

I1 ([L, (2]), then by expanding out [L, (2],
T = 2

�
I1 ((2)x ∂x + I1k ((2)y ∂y

�
+ I1

�
((2)xx + k ((2)yy + ky ((2)y

�
,

and then T is a bounded operator on Lploc with norm at most CA (A+ nκk2n∞)for
all 1 < p <∞, and satisfies T = T ξ. Thus we have]

R

��I1−αξ2I1 [L, (2]uβ��2 =

]
R

��I1−αξ2Tuβ��2 ≤ C �]
R

��T ξuβ��p2� 2
p2

≤ CA2
�
A2 + nκk2n2∞

��]
R

��ξuβ��p2� 2
p2

,

where 1
2 =

1
p2
− 1−α

2 as above. This completes the proof of Lemma 2.10 if we take
p = max

�
p1, p2,

4
3

�
.

3. A N D E E

In this section we begin the proof of the a priori estimates (1.7) for smooth
solutions of the quasilinear equation (1.1), which we recall here as

nζDαwn∞ ≤ Cα (nκ∇wn∞ , L) ,(3.1)

where Cα (·, ·) is finite and increasing on [0,∞) × Pc (Ω), and w is smooth and
satisfies

Lw = �∂2x + ∂yk (x,w (x, y)) ∂y
�
w = 0, (x, y) ∈ Ω3,(3.2)
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and also

(x,w (x, y)) ∈ L for all (x, y) ∈ support (κ) .(3.3)

Throughout this section, w will be a smooth solution of (3.2) satisfying (3.3), and
for convenience, we will say that an expression involving derivatives of w is under
control if it is dominated by the right side of (3.1). Similarly we will make state-
ments to the effect that some derivative Dαw is in a Banach space X with control,
meaning that nζDαwnX is under control for an appropriate cutoff function ζ.
We attack the problem by differentiating (3.2), to obtain the equations

0 = Lwx + ∂y [{k1 (x,w (x, y)) + k2 (x,w (x, y))wx}wy] ,
0 = Lwy + ∂y

�
k2 (x,w (x, y))w

2
y

�
,

or

Lwx = −∂yk1wy − ∂yk2wxwy,(3.4)

Lwy = −∂yk2w2y,
for wx and wy. Note that we use ∂y as an operator acting on everything to its
right, unless parentheses indicate otherwise. Recall also Convention 1.2 concerning
the expressions k, ki etc. in this and subsequent sections: k denotes k (x,w (x, y))
and ki denotes ki (x,w (x, y)) etc., except in section 5 where k has more variables
and the convention is modified accordingly.
We will apply Corollary 2.7 in the section on gradient estimates to the compo-

nents of ∇w, and using the facts that both w and ∇w are bounded with control,
we will show that in fact w ∈ H2, i.e., ∇2w ∈ L2 with control. Note that this
does not increase the index of smoothness of w that is under control, but only re-
verses the Sobolev embedding theorem H2

�
R2
�
“ ⊂ ”Lip1

�
R2
�
. Recall that the

index of smoothness of an n-dimensional Lp Sobolev space Hs
p (Rn) is the quan-

tity s − n
p . Since the equations (3.4) are not homogeneous, we must handle with

care the terms arising from L∇w in applying Corollary 2.7. We then apply the
results of the section on Moser iteration to obtain that ∇2w ∈ Lq with control for
q large depending on how small R1 is chosen, again handling with care the terms
arising from L∇w. Note that the Moser iteration actually increases the index of
smoothness by 2

�
1
2 − 1

q

�
= 1− 2

q .

At this point we repeat the above process with ∇2w in place of ∇w. We apply
Corollary 2.7 in the section on gradient estimates to the components of ∇2w, and
using the facts that ∇w is bounded and ∇2w ∈ Lq with control, we show that
in fact w ∈ H3, i.e., ∇3w ∈ L2 with control. This time we actually increase the
index of smoothness another 2

q , for a total of 1. From now on, it turns out that
due to the nature of the quasilinear systems satisfied by higher order gradients of
w, which become progressively less nonlinear, we can continue to alternately apply
the reverse Sobolev embedding and the Moser iteration to increase the index of
smoothness of w that is under control by 1 with each repetition. Thus we obtain
the a priori estimates (3.1).

3.1. Reverse Sobolev embedding. Here we show that if ∇w ∈ L∞ with control,
and satisfies the system (3.4), then ∇2w ∈ L2 with control. The following lemmas
will be crucial in handling the nonhomogeneous terms in (3.4).
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Lemma 3.1. Suppose w is a smooth solution of (3.2) in a compact rectangle R in
Ω3, where k (x, y) is smooth and nonnegative in Ω, so that u = wx and v = wy are
smooth solutions in R of the nonlinear system (3.4). Then we have]

R

�
|∂xζu|2 + k |∂yζu|2

�
dxdy +

]
R

�
|∂xζv|2 + k |∂yζv|2

�
dxdy

≤ CA2
�
nξun2L2 + nξvn2L2

�
+ CB2

�
nξun4L4 + nξvn4L4

�
.

Alternatively, we have a bound in terms of at most nξunL2 and nξvnL∞ ;]
R

�
|∂xζu|2 + k |∂yζu|2

�
dxdy +

]
R

�
|∂xζv|2 + k |∂yζv|2

�
dxdy

≤ CA2
�
nξun2L2 + nξvn2L2

�
+ CB2

�
nξun2L2 nξvn2L∞ + nξvn4L4

�
.

Proof. From Corollary 2.2, applied with k (x,w (x, y)) in place of k (x, y) there, we
have ]

R

�
|∂xζu|2 + k |∂yζu|2

�
+

]
R

�
|∂xζv|2 + k |∂yζv|2

�
(3.5)

≤ −4
]
R
(ζLu) (ζu)− 4

]
R
(ζLv) (ζv) + CA2 nξun20 + CA2 nξvn20 .

For the integral involving Lv, we have by (3.4)

−
]
R
(ζLv) (ζv) =

]
R

�
ζ∂yk2v

2
�
(ζv) = −

]
R

�
v2
� �
k2∂yζ

2v
�

= −
]
R

�
v2
�
(k2ζ∂yζv)−

]
R

�
v2
� �
k2ζyζv

�
= −

]
R

�
ζv2
�
(k2∂yζv)−

]
R

�
ζv2
� �
k2ζyv

�
.

The first term on the right is dominated by

B2Cε

]
R
k |∂yζv|2 + C

ε
nξvn4L4 ,

while the second term is at most CB2 nξvn4L4 + CA2 nξvn2L2 . Choosing ε = 1
2CB2 ,

we can absorb the term B2Cε
U
R k |∂yζv|2 into the left side of (3.5). The same

argument yields the appropriate estimate for

−
]
R
(ζLu) (ζu) =

]
R
(ζ∂yk1v) (ζu) +

]
R
(ζ∂yk2uv) (ζu) .

To obtain the alternate bound, we estimate the last integral above by����]R (ζ∂yk2uv) (ζu)
���� =

����−]R (ζuv) (k2∂yζu)−
]
R
(k2ζuv)

�
ζyu

�����
≤ C

ε
nξvn2L∞ nζun2L2 +B2Cε

]
R
k |∂yζu|2

+CA2 nξun2L2 + CB2 nξun2L2 nξvn2L∞ ,
and similarly for the other integral. Choosing ε = 1

2CB2 again completes the proof
of the lemma.
Up to this point we have been keeping precise track of all the constants. This

will prove increasingly difficult from now on, and we will instead only keep close
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track of the critical constants - typically those which are involved in subsequent
absorptions.

Lemma 3.2. Suppose w is a smooth solution of (3.2) in R, where k (x, y) is non-
negative and smooth in Ω and satisfies (1.5) so that u = wx and v = wy are smooth
solutions in R of the nonlinear system (3.4). Then we have with ∂ = ∂x or ∂ = ∂y,]

R

�
|∂x (ζ∂ηu)|2 + k |∂y (ζ∂ηu)|2

�
dxdy +

]
R

�
|∂x (ζ∂ηv)|2 + k |∂y (ζ∂ηv)|2

�
dxdy

≤ C (B, nκ∇wn∞)
�
nηun21 + nηvn21

�
+ C (A,B, nκ∇wn∞) ,

where the functions C (·, ·) and C (·, ·, ·) are finite and increasing in each variable
separately.

Proof. We wish to apply Corollary 2.7 with k (x, y) replaced by k = k (x,w (x, y)).
Now by (1.5), we have

|∇k| = |(k1 + k2wx, k2wy)| ≤ |k1|+ |k2∇w| ≤ CB
√
k (1 + |∇w|) ,(3.6)

and thus we can apply Corollary 2.7 if we replace B by hB = CB (1 + nκ∇wn∞).
We obtain]

R

�
|∂x (ζ∂ηu)|2 + k |∂y (ζ∂ηu)|2

�
+

]
R

�
|∂x (ζ∂ηv)|2 + k |∂y (ζ∂ηv)|2

�
(3.7)

≤ −4
]
R
(ζ∂ηLu) (ζ∂ηu)− 4

]
R
(ζ∂ηLv) (ζ∂ηv)

+CA2
����]R (ηLu) (ηu)

����+ CA2 ����]R (ηLv) (ηv)
����

+CA4
q
n(1un21 + n(1vn21

r
+CA2

�
A2 + B̃2

��]
R
k |∂y(2u|2 +

]
R
k |∂y(2v|2

�
+CA2

�]
R
k |∂(2u|2 +

]
R
k |∂(2v|2

�
+ C

�
1 + B̃2

�q
nηun21 + nηvn21

r
+CA4

�
A4 + B̃2

�q
nξun20 + nξvn20

r
,

for ∂ = ∂x or ∂y. We first estimate

−
]
R
(ζ∂ηLv) (ζ∂ηv) =

]
R

�
ζ∂η∂yk2v

2
�
(ζ∂ηv) =

]
R

�
v2
� �
k2∂yη∂ζ

2∂ηv
�

=

]
R

�
v2
� �
η∂ζ2k2∂y∂ηv

�
+

]
R

�
v2
� ��
k2∂y, η∂ζ

2
�
∂ηv

�
= −

]
R

�
ζ∂ηv2

�
(k2∂yζ∂ηv) +

]
R

�
v2
� ��
k2∂y, η∂ζ

2
�
∂ηv

�
+

]
R

�
ζ∂ηv2

� �
k2ζy∂ηv

�
= I + II + III.

For term I we use

|I| ≤ C
ε

]
R

��ζ∂ηv2��2 + B̃2ε]
R
k |∂yζ∂ηv|2 ,
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since |k2| ≤ B̃
√
k by (1.5), and absorb the second term B̃2ε

U
R k |∂yζ∂ηv|2 into

the left side of (3.7) upon choosing ε = 1
2B̃2

. As for the first term, since ∂ηv2 =
2v∂ηv − (∂η) v2, we have]

R

��∂ηv2��2 ≤ C

]
R
|v∂ηv|2 + C

]
R

��(∂η) v2��2
≤ C nξvn2L∞ nηvn21 + CA2 nξvn4L4 .

Now use nξvn4L4 ≤ |R| nξvn4L∞ ≤ C nξvn4L∞ and multiply the resulting terms above
by C

ε = 2C hB2 to obtain an expression which is bounded by the right side of the
conclusion of Lemma 3.2.
For term III, we use

|III| =
����]R �ζ∂ηv2� �k2ζy∂ηv�

���� ≤ C ]R ��∂ηv2��2 + CA2 hB2
]
R
k |∂ηv|2 .

The first term is handled by the previous inequality, and the second is at most

C
�
A2B̃2

��
A2 + B̃2 nξvn2L∞

�
nξvn2L∞

by Lemma 3.1.
For term II,�

k2∂y, η∂ζ
2
�
= k2ηy∂ζ

2 + k2η∂2ζζy − ηζ2 (∂k2) ∂y,

implies

|II| ≤
����]R �v2� �k2ηy∂ζ2∂ηv�

����+ ����]R �v2� �k2η∂2ζζy∂ηv�
����+ ����]R �v2� �ηζ2 (∂k2) ∂y∂ηv�

���� .
(3.8)

Now the first of the terms in (3.8) satisfies����]R �v2� �k2ηy∂ζ2∂ηv�
���� ≤ ����]R �v2� �k2ηyζ∂ζ∂ηv�

����+ ����]R �v2� �k2ηy (∂ζ) ζ∂ηv�
����

≤ B̃2Cε

]
R
k |∂ζ∂ηv|2 + C

ε

]
R

��ηyv2��2
+B̃2C

]
R
k
��ηy (∂ζ) v2��2 + C ]

R
|∂ηv|2

≤ B̃2Cε

]
R
k |∂ζ∂ηv|2 + C

ε
A2 nξvn4L4 + CA4B̃2 nξvn4L4 + C nηvn21 ,

and the first term on the right above can be absorbed into the left side of (3.7) with
ε = 1

2CB̃2
. The second term in (3.8) can be handled in exactly the same way. The

third term in (3.8) is handled as follows:����]R �v2� �ηζ2 (∂k2) ∂y∂ηv�
����

≤
����]R �v2� �ηζ2 (k21 + k22u) ∂y∂xηv�

����+ ����]R �v2� �ηζ2 (k22v) ∂y∂yηv�
����

≤ C
]
R

��∂yk21ζ2ηv2��2 + C ]
R

��∂yk22uζ2ηv2��2 + C ]
R

��∂yk22vζ2ηv2��2 + C nηvn21 .
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The first three integrals on the right are now easily dominated by

C nξ∇wn4L∞
�
nξ∇wn4L∞ +A2 nξ∇wn2L∞ + nηun21 + nηvn21

�
using

∂ζ2k22ηuv
2 =

�
∂ζ2k22

�
ηuv2 + ζ2k22

�
v2∂ηu+ u2v∂ηv − 2uv2∂η�

and

∂ζ2k22 = 2ζ (∂ζ) k22 + ζ2∂k22

=

�
2ζζxk22 + ζ2 (k221 + k222u) , ∂ = ∂x
2ζζyk22 + ζ2k222v, ∂ = ∂y

,

along with similar formulas for the terms involving k21v2 and k22v3. This completes
the estimates for the second term on the right side of (3.7). Similar arguments
handle the first term on the right side of (3.7).
Next, we turn to estimating

��UR (ηLu) (ηu)��+ ��UR (ηLv) (ηv)��. For this we have����]R (ηLv) (ηv)
���� =

����]R �η∂yk2v2� (ηv)
���� = ����−]R �ηv2� (k2∂yηv)−

]
R

�
k2ηηyv

3
�����

≤ B̃2
]
R
k |∂yηv|2 + C

]
R

��ηv2��2 + CA |R| nζvn3∞ ,
and the first term on the right is controlled by Lemma 3.1. A similar argument
applies to

��UR (ηLu) (ηu)��.
Finally, we turn to the remaining terms in (3.7) that arose from the application

of Corollary 2.7. The terms]
R
k |∂y(2u|2 +

]
R
k |∂y(2v|2 and

]
R
k |∂(2u|2 +

]
R
k |∂(2v|2

are handled by Lemma 3.1, while the terms n(1un21+n(1vn21 are handled by elliptic
theory (since (1 is supported where k > 0) as given in the Proposition below.
The penultimate term in (3.7) is included in the first term on the right side of
the conclusion, while the final term in (3.7) is included in the second term. This
completes the proof of the lemma.

Proposition 3.3. Suppose k ≥ c > 0 is smooth and ζ, ξ are smooth cutoff func-
tions with ξ = 1 on the support of ζ. For each multiindex α, there is a finite
increasing function Cα (·) on [0,∞), such that

nζDαwnL∞ ≤ Cα (nξwnL∞ + nξ∇wnL∞) ,
for all smooth solutions w of

∂2xw + ∂yk (x,w) ∂yw = 0.(3.9)

Proof. We write (3.9) in nondivergence form as follows:

∂2xw + k (x,w) ∂
2
yw = −k2 (x,w) (∂yw)2 = f.(3.10)

Then k (x,w) and f are bounded functions with k (x,w) ≥ c > 0, and so by
Theorem 12.4 in [5], we conclude that for some δ > 0,

nζwnC1+δ ≤ C
�
nξwnL∞ +

����ξ fc
����
L∞

�
≤ C1

�
nξwnL∞ + nξ∇wn2L∞

�
.
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Now return to (3.10) and note that f ∈ Cδ and k (x,w) ∈ C1+δ with control. By
the Schauder estimates, Theorem 6.2 in [5], we obtain

nζwnC2+δ ≤ C2 (nξwnL∞ , nξ∇wnL∞) ,
and so also k (x,w) ∈ C2+δ and f ∈ C1+δ with control. We can now differentiate
(3.10) with respect to ∂ and apply Schauder theory again to obtain

nζwnC3+δ ≤ C3 (nξwnL∞ , nξ∇wnL∞) .
Iterating this process yields the conclusion of the proposition.

Theorem 3.4. Suppose w is a smooth solution of (1.1),

∂2xw + ∂yk (x,w (x, y)) ∂yw = 0

in R, where k is nonnegative, smooth and satisfies (1.5). Then w ∈ H2
loc with

control, i.e. w,∇2w ∈ L2loc with control.
Proof. The Poincaré inequality (2.3) and Lemma 3.2 yield with u = ∂xw and v =
∂yw,

nηun21 + nηvn21 ≤ CR21
]
R

�
|∂x (ζ∇ηu)|2 + |∂x (ζ∇ηv)|2

�
≤ CR21

�
1 +

�
B2 + 1

� nξ∇wn4∞��nηun21 + C nηvn21�+ CR21C (A,B, nξ∇wn∞) .
Choosing R1 ≤

q
2C
�
1 +

�
B2 + 1

� nξ∇wn4∞�r− 1
2

(note that A is not involved

here) permits the first term on the right above to be absorbed into the left hand
side, and this completes the proof of the theorem.

3.2. An Lp improvement. In this subsection, we improve the index of smoothness
of w that is under control by showing that ∇2w ∈ Lq with control for large q > 2.
Let us first compute the equations satisfied by the L2 functions∇2w. Differentiating
(3.4), and continuing to set u = wx and v = wy, yields

0 = Lux + ∂y {(k1 + k2u)uy}
+∂y {(k11 + k12u) v + k1vx + (k12 + k22u)uv + k2uxv + k2uvx}

0 = Luy + ∂y {k2vuy}+ ∂y {(k12v) v + k1vy + (k22v)uv + k2uyv + k2uvy}
0 = Lvx + ∂y {(k1 + k2u) vy}+ ∂y

�
(k12 + k22u) v

2 + k22vvx
�

0 = Lvy + ∂y {k2vvy}+ ∂y
�
(k22v) v

2 + k22vvy
�

or

−Lux = ∂y

�
k1 (uy + vx) + k2 (uuy + uxv + uvx)

+k11v + 2k12uv + k22u
2v

�
(3.11)

−Luy = ∂y
�
k1vy + k2 (uvy + 2uyv) + k12v

2 + k22uv
2
�

−Lvx = ∂y
�
k1vy + k2 (uvy + 2vvx) + k12v

2 + k22uv
2
�

−Lvy = ∂y
�
3k2vvy + k22v

3
�
.

The key feature of this system is that the right hand side is a combination of terms
involving either the operator ∂yki = (ki∂y)

t, the transpose of the subunit vector
field ki∂y, or the identity operator acting on an expression which is affine in the
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components of ∇u and ∇v with bounded coefficients. We rewrite this system so as
to exploit this feature as follows:

−Lux = (k1∂y)
t
(uy + vx) + (k2∂y)

t
(uuy + uxv + uvx)(3.12)

+

�
k112v

2 + 2k122uv
2 + k222u

2v2 + k11vy
+2k12 (uyv + uvy) + k22

�
2uuyv + u

2vy
� �

−Luy = (k1∂y)
t vy + (k2∂y)

t (uvy + 2uyv)

+
�
k122v

3 + k222uv
3 + k122vvy + k22

�
uyv

2 + 2uvvy
��

−Lvx = (k1∂y)
t vy + (k2∂y)

t (uvy + 2vvx)

+
�
k122v

3 + k222uv
3 + k122vvy + k22

�
uyv

2 + 2uvvy
��

−Lvy = (k2∂y)
t 3vvy +

�
k222v

4 + k223v
2vy
�
,

where we recall that the derivatives of k are evaluated at (x,w (x, y)). The following
lemma is crucial for estimating the nonlinear terms above. We recall that limiting
arguments show that expressions like ∂yuβy = βuβ−1y uyy are square integrable for
β > 1

2 (and not just β > 1).

Lemma 3.5. Suppose that ux, uy, vx, vy give a smooth solution of the system (3.11)
in R with k = k (x,w (x, y)). Then for β > 1

2 , the k-gradient integrals]
R

���ζ∂xuβx��2 + k ��ζ∂yuβx��2�+ ]
R

���ζ∂xuβy ��2 + k ��ζ∂yuβy ��2�(3.13)

+

]
R

���ζ∂xvβx ��2 + k ��ζ∂yvβx ��2�+ ]
R

���ζ∂xvβy ��2 + k ��ζ∂yvβy ��2�
are dominated by

≤ C1
�
β,

1

β − 1
2

, B, nξ∇wn∞
�]

R

q��ζuβx��2 + ��ζuβy ��2 + ��ζvβx ��2 + ��ζvβy ��2r
+C

�
β

2β − 1
�2
A2
]
R

q��(1uβx��2 + ��(1uβy ��2 + ��(1vβx ��2 + ��(1vβy ��2r
+C2

�
β,

1

β − 1
2

, A,B, nξ∇wn∞
�]

R
k
q��(2uβx��2 + ��(2uβy ��2 + ��(2vβx ��2 + ��(2vβy ��2r

+C3
�
β,

1

β − 1
2

, nξ∇wn∞
�
,

where C1, C2 and C3 are finite and increasing in each variable separately.
A crucial point is that C1 in the above lemma does not depend on A, so that in

applying the one dimensional Poincaré inequality in the next theorem, the product
R21C1 can be made less than one for R1 sufficiently small. This would be impossible
if A2 were present since A ≥ R−11 - recall (2.7).

Proof. We see from Lemma 2.8 applied to the four functions ux, uy, vx, vy, that it
suffices to prove that����]R (ζLux) �ζu2β−1x

�����+ ����]R (ζLuy) �ζu2β−1y

�����(3.14)

+

����]R (ζLvx) �ζv2β−1x

�����+ ����]R (ζLvy) �ζv2β−1y

�����
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is dominated by

CαB̃2
]
R
k
q��ζ∂yuβx��2 + ��ζ∂yuβy ��2 + ��ζ∂yvβx ��2 + ��ζ∂yvβy ��2r

+C
�
β,

1

β − 1
2

, B, nξ∇wn∞ ,
1

α

�]
R

q��ζuβx��2 + ��ζuβy ��2 + ��ζvβx ��2 + ��ζvβy ��2r
+C

�
β,

1

β − 1
2

, A,B, nξ∇wn∞
�]

R
k
q��(2uβx��2 + ��(2uβy ��2 + ��(2vβx ��2 + ��(2vβy ��2r

+C (nξ∇wn∞) ,

for any 0 < α < 1, and where the function C is finite and increasing in each variable
separately. Indeed, then the terms

CαB̃2
β2

2β − 1
]
R
k
q��ζ∂yuβx��2 + ��ζ∂yuβy ��2 + ��ζ∂yvβx ��2 + ��ζ∂yvβy ��2r

can be absorbed into the left side of (3.13) for α = 2β−1
2CB̃2β2

. Let us illustrate the

bound for the term
��UR (ζLvy) �ζv2β−1y

���, which is given by����]R ζ
�
(k2∂y)

t 3vvy +
�
k222v

4 + k223v
2vy
�� �

ζv2β−1y

�����(3.15)

≤ C

����]R ζ
�
(k2∂y)

t 3vvy

��
ζv2β−1y

�����+ C ����]R ζ
�
k222v

4 + k223v
2vy
� �
ζv2β−1y

����� .
Now the first term here satisfies����]R ζ

�
(k2∂y)

t
3vvy

��
ζv2β−1y

����� =

����]R (3vvy) �k2∂yζ2v2β−1y

�����
≤ C

����]R (3vvy) �ζ2vβ−1y k2∂yv
β
y

�����
+C

����]R (3vvy) �ζvβ−1y k2ζyv
β
y

����� ,
since 2β−1

β is bounded. Estimating these two terms separately, we have����]R (3vvy) �ζ2vβ−1y k2∂yv
β
y

����� =

����]R �3vζvβy � �ζk2∂yvβy �
����

≤ C

α
nξvn2L∞

]
R

��ζvβy ��2 + αB̃2
]
R
k
��ζ∂yvβy ��2 ,

and����]R (3vvy) �ζvβ−1y k2ζyv
β
y

����� =

����]R �3vζvβy � �ζyk2vβy �
����

≤ C nξvn2L∞
]
R

��ζvβy ��2 + CA2B̃2 ]
R
k
��(2vβy ��2 .
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As for the second term in (3.15), we have����]R ζ
�
k222v

4 + k223v
2vy
� �
ζv2β−1y

�����
≤ C nξvn4L∞

�]
R

��ζvβy ��2� 2β−1
2β

|R| 12β + C nξvn2L∞
]
R

��ζvβy ��2
≤ C nξvn4L∞

�]
R

��ζvβy ��2 + |R|�+ C nξvn2L∞ ]R ��ζvβy ��2 .
The remaining terms in (3.14) are handled similarly. Indeed, from (3.12), we see
that the only differences in the remaining terms are that some powers of v are
replaced by the same or smaller powers of u, y-derivatives by x-derivatives, and
partial derivatives of k by others of the same or smaller order. This completes the
proof of the lemma.

Theorem 3.6. Suppose that w solves (3.9) so that with u = wx and v = wy, the
four functions ux, uy, vx, vy give a smooth solution of the system (3.11) in R. Then
for q > 2, we have ux, uy, vx, vy ∈ Lq, i.e. ∇2w ∈ Lq with control provided R1 is
sufficiently small, depending on q.

Proof. Using the one-dimensional Poincaré inequality, we have for β > 1,]
R

q��ζuβx��2 + ��ζuβy ��2 + ��ζvβx ��2 + ��ζvβy ��2r
≤ CR21

]
R

q��∂xζuβx��2 + ��∂xζuβy ��2 + ��∂xζvβx ��2 + ��∂xζvβy ��2r
≤ CR21

]
R

q��ζ∂xuβx��2 + ��ζ∂xuβy ��2 + ��ζ∂xvβx ��2 + ��ζ∂xvβy ��2r
+CA2R21

]
R

q��(1uβx��2 + ��(1uβy ��2 + ��(1vβx ��2 + ��(1vβy ��2r ,
since |∂xζ| ≤ A(1. Now using the above lemma on the first term on the right side
above, and then absorbing the term

CR21C1
�
β,

1

β − 1
2

, B, nξ∇wn∞
�]

R

q��ζuβx��2 + ��ζuβy ��2 + ��ζvβx ��2 + ��ζvβy ��2r
into the left side for R1 sufficiently small, we have]

R

q��ζuβx��2 + ��ζuβy ��2 + ��ζvβx ��2 + ��ζvβy ��2r(3.16)

≤ CA2
�

β

2β − 1
�2 ]

R

q��(1uβx��2 + ��(1uβy ��2 + ��(1vβx ��2 + ��(1vβy ��2r
+CC3

�
β,

1

β − 1
2

, nξ∇wn∞
�
+ CC2

�
β,

1

β − 1
2

, A,B, nξ∇wn∞
�

×
]
R
k
q��(2uβx��2 + ��(2uβy ��2 + ��(2vβx ��2 + ��(2vβy ��2r .

Now the first term on the right is under control by our assumption that L is elliptic
on the support of (1 (see Proposition 3.3 above). The second term is clearly under
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control. We will next show that the third term on the right hand side above is
dominated by

C
�
β,

1

β − 1
2

, A,B, nξ∇wn∞
�

×
q
1 +

��ξuβx��2Lp + ��ξuβy��2Lp + ��ξvβx��2Lp + ��ξvβy��2Lpr
×
q
1 + nκuxn2L2 + nκuyn2L2 + nκvxn2L2 + nκvyn2L2

r
,

for some p < 2. Recall that we extend the usual convention regarding constants

C to the functions C
�
β, 1

β− 1
2

, A,B, nξ∇wn∞
�
- they may change from line to line,

while remaining increasing in each variable separately. Indeed, with this done, we
can then choose β = 2

p and conclude that ∇u,∇v ∈ Lq with control for q = 4
p > 2.

In fact, we can continue to iterate this inequality as long as R21 is sufficiently small.
Thus we end up with ∇u,∇v ∈ Lq with control for q large provided R1 is small
enough.
The terms involving (2, namely]

R
k
q��(2uβx��2 + ��(2uβy ��2 + ��(2vβx ��2 + ��(2vβy ��2r ,(3.17)

are handled with Lemma 2.10 as follows. For β > 1,]
R
k
��(2vβy ��2 dxdy ≤ Cβ ����]R �ξI1(2vβ−1y Lvy

� �
ξI1(2v

β
y

�����(3.18)

+C
β

β − 1
����]R

�√
(2v

β
2−1
y Lvy

��√
(2v

β
2
y

�����2
+C (p,β, A, k)2

�]
R

��ξvβy ��p� 2
p

= CβI + C
β

β − 1II + C (p,β, A, k)
2

�]
R

��ξvβy ��p� 2
p

,

where

C (p,β, A, k) = Cp

#s
β (β − 1) + A2

√
β

(β − 1) 32
+ nκknCν +A nκ∂ykn∞ +A2

$
,

and with similar estimates for ux, uy, vx in place of vy. We remind the reader
of the Convention in the introduction: k means k (x,w (x, y)) and ∂yk means
k2 (x,w (x, y))wy. We thus note that both nκknCν and nκkyn∞ are under con-
trol. It follows that the last term on the right side of (3.18) has the desired form.
We first consider the simpler term II, and plugging in the nonlinear term for

Lvy, we have
√
II ≤

����]R
�√

(2v
β
2−1
y

�
(k2∂y)

t
3vvy

���√
(2v

β
2
y

�����
+

����]R
�√

(2v
β
2−1
y

�
k222v

4 + k223v
2vy
���√

(2v
β
2
y

�����
= III + IV.
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Now using limiting arguments to justify the needed formal manipulations (recall
that β > 1 here), we have

III =

����]R (3vvy) �k2∂y(2vβ−1y

����� ≤ C ����]R
�
3vv

β
2
y

��
k2(2∂yv

β
2
y

�����+ CA nξvnL∞ ]R ��ξvβy ��
≤ CB̃2

]
R
k

����(2∂yv β2y ����2 + CA�nξvnL∞ + nξvn2L∞�]R ��ξvβy ��
≤ C

�
β,

1

β − 1
2

, A,B, nκ∇wn∞
�#

1 +

]
R

+����ξuβ
2
x

����2 + ����ξuβ
2
y

����2 + ����ξv β2x ����2 + ����ξv β2y ����2
,$

by (3.13) with β
2 in place of β, and with (2 in place of ζ, upon combining all three

integrals there under the common cutoff function ξ. This shows that term III is
dominated by (??) with p = 1 upon using

U
R f ≤ 1 +

�U
R f
�2
, valid for any f ≥ 0.

The estimate for IV is

IV ≤ C nξvn4L∞
�]

R

��ξvβy ��+ |R|�+ C nξvn2L∞ ]R ��ξvβy �� .
Turning now to term I, and plugging in the nonlinear term for Lvy, we have

I ≤ C
����]R

q
ξI1(2v

β−1
y

�
(k2∂y)

t 3vvy

�r�
ξI1(2v

β
y

�����
+C

����]R �ξI1(2vβ−1y

�
k222v

4 + k223v
2vy
�� �

ξI1(2v
β
y

�����
= V + V I.

We can quickly dispense with term V I using that I1 maps Lp to L2 for 1 < p < 2.
We handle term V with the identity

vβ−1y ∂yk2vvy =
1

β
∂yk2vv

β
y +

�
1− 1

β

�
vβy ∂yk2v =

1

β
∂yk2vv

β
y +

�
1− 1

β

�
vβy
�
k2vy + k22v

2
�

to get

V = C

����]R �ξI1(2vβ−1y ∂yk2vvy
� �
ξI1(2v

β
y

�����
= C

����]R
�
ξI1(2

�
1

β
∂yk2vv

β
y +

�
1− 1

β

�
vβy
�
k2vy + k22v

2
��� �

ξI1(2v
β
y

�����
≤ C

����]R �ξI1(2∂yk2vvβy � �ξI1(2vβy �
����+ C ����]R �ξI1(2vβy k2vy� �ξI1(2vβy �

����
+C

����]R �ξI1(2vβy k22v2� �ξI1(2vβy �
����

= V II + V III + IX.

For term V II, we commute (2 and ∂y so that we can exploit the Lp boundedness
of I1∂y as follows:

V II ≤ C
����]R �ξI1∂y(2k2vvβy � �ξI1(2vβy �

����+ ����]R �ξI1 (∂y(2) k2vvβy � �ξI1(2vβy �
���� .
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The first integral is����]R
�
I 1
2
ξ2I1∂y(2k2vv

β
y

��
I 1
2
(2v

β
y

����� ≤ C ]R
���I 1

2
ξ2I1∂y(2k2vv

β
y

���2 + C ]
R

���I 1
2
(2v

β
y

���2
≤ C

�]
R

��ξ2I1∂y(2k2vvβy ��p� 2
p

+ C

�]
R

��(2vβy ��p� 2
p

≤ C
�
1 + nξvn2L∞

��]
R

��ξvβy ��p� 2
p

,

where 1
2 =

1
p − 1

4 , and the second is dominated by

C

]
R

��ξI1 (∂y(2) k2vvβy ��2 + C ]
R

��ξI1(2vβy ��2 ≤ C �1 +A2 nξvn2L∞��]
R

��ξvβy ��p� 2
p

,

for any 1 < p < 2. Term IX is dominated by

C

]
R

��ξI1(2vβy k22v2��2 + C ]
R

��ξI1(2vβy ��2 ≤ C �1 + nξvn4L∞��]R ��ξvβy ��p
� 2

p

,

for any 1 < p < 2 also.
In term V III, the most problematic, we have an additional power of vy to deal

with. We write using (2 = (2ξ,

V III = C

����]R �(2k2vβ+1y

� �
I1ξ

2I1(2v
β
y

�����
≤ C

��ξI1ξ2I1(2vβy��L∞ ]R ��vyk2(2vβy ��
≤ C

�]
R

��ξvβy ��p� 1
p
�
C

ε

]
R
|ξvy|2 + B̃2ε

]
R
k
��(2vβy ��2� ,

for any 1 < p < 2 (since I2 : L
p
compact → L∞loc for such p) and ε > 0. We can

choose ε > 0 sufficiently small, in fact ε ≈ B̃−2 �UR ��ξvβy ��p�− 1
p , so that the term�U

R
��ξvβy ��p� 1p εB̃2 UR k ��(2vβy ��2 can be absorbed into the left side of (3.18). Then

term V III is dominated by�]
R

��ξvβy ��p� 1
p C

ε

]
R
|ξvy|2 ≈ CB̃2

�]
R

��ξvβy ��p� 2
p
]
R
|ξvy|2 ,

as required. The remaining terms in (3.17) are handled similarly and this completes
the proof of the theorem.

3.3. The iteration. We can now obtain our a priori inequality (3.1) for the qua-
silinear equation (1.1) We briefly restate Theorem 1.1 as follows.

Theorem 3.7. Suppose that k is smooth and positive for x 9= 0. Then with Cα as
in Theorem 1.1, we have

nζDαwn∞ ≤ Cα (nκ∇wn∞ , L) , |α| ≥ 0.
for all smooth solutions w of (1.1) in Ω3 such that (x,w (x, y)) ∈ L for all (x, y) in
the support of κ.
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Proof. Recall that in the subsection on ”Reverse Sobolev Embedding”, we used the
fact that ∇w ∈ L∞ with control together with the fact that ∇w = (wx, wy) satisfies
the system (3.4) to conclude that ∇2w ∈ L2 with control. We now wish to deduce
that ∇3w ∈ L2 with control from a somewhat weaker integrability assumption
on ∇2w, plus the fact that ∇2w satisfies an appropriate system. We continue
to use the phrase “under control” to mean bounded by an increasing function
Cα (nκ∇wn∞ , L) of nκ∇wn∞ ∈ [0,∞) and L ∈ Pc (Ω), etc. At this point, we
already know that if w is a smooth solution of (1.1) in R, then

∇2w ∈ Lq with control , for q large depending on R1,

∇w ∈ L∞ with control ,

and that ∇2w satisfies (3.12), a system of the form

L �∇2w� = P (∇w) �∇2w�+Q (∇w) + T t �R (∇w) �∇2w�+ S (∇w)� ,(3.19)

where P (∇w), Q (∇w), R (∇w) and S (∇w) (at this early stage in the iteration,
the polynomial S vanishes) are polynomials in the components of the bounded
vector field ∇w with partial derivatives of k as coefficients. Also, the expression
P (∇w) �∇2w�means sums of such polynomials times some second order derivatives
of w. Finally, T is a subunit vector field of the form ki∂y. We can now apply the
methods of the subsection “Reverse Sobolev embedding”, since the components
of ∇2w appear only to the first power multiplied by components of ∇w, which
are bounded. To estimate the L2loc norm of ∇3w by the technique of the proof of
Theorem 3.4, we need to estimate

U
R
��∂x �ζ∂η∇2w���2. To do this , we will use the

analogue of Lemma 3.2 to estimate]
R

���∂x �ζ∂η∇2w���2 + k ��∂y �ζ∂η∇2w���2�(3.20)

for ∂ = ∂x or ∂ = ∂y by applying Corollary 2.7. The main terms to be estimated
are of the form ]

R

�
ζ∂ηL∇2w� �ζ∂η∇2w� .(3.21)

Replacing L∇2w by one of the terms in (3.19), say T t
�
R (∇w) �∇2w��, we can

decompose the resulting expression into three pieces I + II + III as in the proof
of Lemma 3.2. Term I has the form]

R

�
ζ∂ηR (∇w) �∇2w�� �kj∂yζ∂η∇2w� ,(3.22)

which is dominated by

C

α

]
R

��ζ∂ηR (∇w) �∇2w���2 + CαB̃2 ]
R
k
��∂yζ∂η∇2w��2 .

Now the second term here can be absorbed, while in the first term we use

∂R (∇w) η �∇2w� = R (∇w) ∂η �∇2w�+ η∇2w (∂R (∇w)) .
Now R (∇w) is bounded, and so we can use the one-dimensional Poincaré inequality
to get ]

R

��R (∇w) ∂η �∇2w���2 ≤ CR21 nξR (∇w)n2L∞ ]R ��∂xζ∂η �∇2w���2 ,
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which can be absorbed for R1 small enough. Finally, ∂R (∇w) consists of bounded
terms times components of ∇2w, plus bounded terms, and we simply use that
∇2w ∈ L4 with control. Terms II and III are also handled just as in Lemma 3.2.
The result of all this is that ∇2w ∈ H1

loc with control, or ∇3w ∈ L2loc with control.
Moreover, ∇3w solves a system of equations obtained by differentiating (3.12), and
thus has the form

−L �∇3w� = (ki∂y)
t
q�∇2w�2 + (∇w) �∇3w�r+K4 (∇w)5(3.23)

+K3 (∇w)3
�∇2w�+K2 (∇w) �∇2w�2

+K2 (∇w)2
�∇3w� ,

where Kj denotes a derivative of k of order j, and Kj (∇w)m represents a sum of
products of such derivatives times mth order products of first order derivatives of
w. For example, vyy = wyyy satisfies

−∂yLvy = ∂y

k
(k2∂y)

t
3vvy +

�
k222v

4 + k223v
2vy
�l
,

or

−Lvyy = (k2∂y)
t �3v2y + 4vvyy�+ k2223v3vy + k22 �6vv2y + 3v2vyy�

+
�
k2222v

5 + k2224v
3vy + k2223v

3vy + k223
�
2vv2y + v

2vyy
��
.

Here K4 = k2222, etc.
Note that this system has the form

L �∇3w� = P (∇w) �∇3w�+Q �∇w,∇2w�+ T t �R (∇w) �∇3w�+ S �∇w,∇2w�� ,
where P,Q,R and S are polynomials with partial derivatives of k as coefficients.
Altogether, we have

∇w,∇2w,∇3w ∈ L2 with control ,
L �∇3w� = P (∇w) �∇3w�+Q �∇w,∇2w�+ T t �R (∇w) �∇3w�+ S �∇w,∇2w�� .

Note that the Sobolev embedding theorem shows that we actually have ∇2w ∈ Lq,
for all q < ∞ (prior to this we only had ∇2w ∈ Lq for q depending on R1) and
∇w ∈ L∞ with control (the latter assertion is of course redundant at this point).
We can now apply the methods of the previous subsection “An Lp improvement”,
since the unknowns ∇3w appear only to the first power and times bounded terms
consisting of polynomials in ∇w, so that we can use ∇3w ∈ L2 with control. Terms
of ∇2w can appear to higher powers (actually, at most squared, which means we
need only q = 4), but they can be handled since ∇2w ∈ Lq with control for q <∞.
The result here is that ∇3w ∈ Lq with control for q large depending on R1, and
so also ∇2w ∈ L∞ with control, by the Sobolev embedding theorem. We can now
apply the methods of the subsection “Reverse Sobolev embedding” as we did just
above, and the result is that ∇4w ∈ L2 with control. Finally, computing L �∇4w�,
we obtain

∇w,∇2w,∇3w,∇4w ∈ L2 with control ,

L �∇4w� = P (∇w) �∇4w�+Q �∇w,∇2w� �∇3w�+Q0 �∇w,∇2w�
+T t

�
R (∇w) �∇4w�+ S �∇w,∇2w� �∇3w�+ S0 �∇w,∇2w�� ,
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where again by the Sobolev embedding theorem, ∇3w ∈ Lq, q < ∞ and ∇2w ∈
L∞ with control. Note that this time, components of both ∇4w and ∇3w appear
only to the first power, multiplied by polynomials in the components of ∇2w and
∇w, which are bounded. This is the sense in which the equations for higher order
derivatives become progressively less nonlinear.
We can now iterate this process to obtain

∇jw ∈ L2 with control , 1 ≤ j ≤ c+ 1.(3.24)

L
�
∇c+1w

�
= P (∇w)

�
∇c+1w

�
+Q

�∇w,∇2w� �∇cw
�

+Q0

�
∇w, ...,∇c−1w

�
+ T t

k
R (∇w)

�
∇c+1w

�l
+T t

k
S
�∇w,∇2w� �∇cw

�
+ S0

�
∇w, ...,∇c−1w

�l
.

for all c by induction on c, where P,Q,Q0, R, S, S0 are polynomials with partial
derivatives of k as coefficients, and as before, the Sobolev embedding theorem shows
that the first line in 3.24 can be improved to

∇jw ∈ L∞ with control , 1 ≤ j ≤ c− 1,
∇cw ∈ Lq with control , for q <∞,

∇c+1w ∈ L2 with control .

We emphasize that ∇c+1w and ∇cw appear linearly in (3.24) with coefficients in-
volving derivatives of order at most two of w, and that∇c−1w and earlier derivatives
are bounded. For example, although we will not need the following information
on the form of L �∂cyv�, it turns out that L �∂cyv� is a sum of terms of the type

that arise from P =Sc
j=0

�
∂c+2−j2 k

��
∂jyv

c+3−j� upon expanding ∂jyvc+3−j . More
specifically, we mean that the relation between derivatives of v and derivatives of k
in the expansion of L �∂cyv� is the same as in the expansion of P. As a consequence,
∂iyv appears linearly in L

�
∂cyv

�
and P for i > c

2 .
Returning to the induction, if (3.24) holds for a given c, then as above, the

previous subsection “An Lp improvement” shows that ∇c+1w ∈ Lq with control, for
q large, and so by the Sobolev embedding theorem that ∇cw ∈ L∞. The subsection
“Reverse Sobolev embedding” then shows that ∇c+2w ∈ L2. It is in these iterations
that we require R1 to be successively smaller as the constants involving earlier

derivatives become progressively larger. Differentiating the equation for L
�
∇c+1w

�
yields the same form for L

�
∇c+2w

�
. This establishes (3.24) for c+1 and completes

the proof of the a priori estimates (3.1).
We remark that for c ≥ 4, the technique of the section ”Reverse Sobolev em-

bedding” only requires (3.24) in order to conclude ∇c+2w ∈ L2 with control, rather
than having to first use the Moser iteration to obtain ∇c+1w ∈ Lq, for q large. As a
result, we can inductively prove (3.24) for c ≥ 5 (assuming it holds for c = 4) with-
out resorting to the Moser iteration techniques of the section ”An Lp improvement”.
To illustrate, we estimate the analogues of (3.20) and(3.21) with ∇2w replaced by
∇c+1w: ]

R

����∂x �ζ∂η∇c+1w
����2 + k ���∂y �ζ∂η∇c+1w

����2�(3.25)
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and ]
R

�
ζ∂ηL∇c+1w

��
ζ∂η∇c+1w

�
.(3.26)

After plugging into (3.26) part of the formula for L
�
∇c+1w

�
in (3.24), namely

T t
k
R (∇w)

�
∇c+1w

�
+ S

�∇w,∇2w� �∇cw
�l
,

and then moving T t to the other side of the integral, we obtain the following
analogue of term I in (3.22):]

R

�
ζ∂ηR (∇w)

�
∇c+1w

���
kj∂yζ∂η∇c+1w

�
+

]
R

�
ζ∂ηS

�∇w,∇2w� �∇cw
���

kj∂yζ∂η∇c+1w
�
.

The more problematic term is the second one which can be dominated by

C

α

]
R

���ζ∂ηS �∇w,∇2w� �∇cw
����2 + CαB̃2 ]

R
k
���∂yζ∂η∇c+1w

���2 .
The second term here can be absorbed into (3.25), while for the first we use

∂S
�∇w,∇2w� η �∇cw

�
= S

�∇w,∇2w� ∂η �∇cw
�
+ η

�
∇cw

�
∂S
�∇w,∇2w� .

Since S
�∇w,∇2w� is bounded for c ≥ 3, we can use that UR ���ζ∂η �∇cw

����2 is under
control by induction to handle the L2 norm of the first term here. As for the second,
∂S
�∇w,∇2w� includes components of ∇3w, which will be bounded provided c ≥ 4.

The remaining terms are also handled by such techniques.

4. P

In this final section, we apply Theorem 3.7, our a priori estimates in terms of
the gradient, to obtain the remaining theorems mentioned at the beginning of the
paper.

4.1. Close to one variable curvature. We begin by proving Theorem ??. Recall
that the desired conclusion is

nζDαwn∞ ≤ Cα (L) ,(4.1)

where w is a solution of the quasilinear equation (3.2) satisfying the condition (3.3),

(x,w (x, y)) ∈ L for all (x, y) ∈ support (κ) .
We will say that an expression involving derivatives of w is under special control if
it is dominated by the right side of (4.1). Note that this is a stronger condition than
requiring that w is under control. Since |u| ≤ C√v by our assumption in (1.12),
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it is enough by the previous theorem, Theorem 1.1, to prove that nζvn∞ ≤ Cα (L).
This will be accomplished by using Plancherel’s theorem in the following way:

nζvnL∞ ≤
���fζv���

L1
≤
+] ]

dσdτ

1 + |σ|2 + |τ |2 + |σ|2 |τ |2
, 1

2

×
�] ] �

1 + |σ|2 + |τ |2 + |σ|2 |τ |2
� ���fζv (σ, τ)���2 dσdτ� 1

2

≤ C

�] ] �
|ζv|2 + |(ζv)x|2 +

���(ζv)y���2 + ���(ζv)xy���2� dxdy� 1
2

.

This calculation reduces matters to showing that

nζvnL2 , n∇ (ζv)nL2 , n∂x∂y (ζv)nL2 ,(4.2)

are all under special control. This in turn will be accomplished by establishing in
succession that the following k-gradient integrals are under special control. Here,
and often in subsequent inequalities, the cutoff functions may change from instance
to instance: ]

R

�
|ζu|2 + k |ζv|2

�
is under special control ,(4.3) ]

R

�
|ζ∂xv|2 + k |ζ∂yv|2

�
is under special control ,]

R

�
|ζ∂xηvy|2 + k |ζ∂yηvy|2

�
is under special control .

Indeed, Poincaré’s inequality in one variable shows that the first term nζvnL2 in
(4.2) is controlled by nζ∂xvnL2 + nζxvnL2 . Now the term nζ∂xvnL2 is included in
the second line of (4.3) while the other term nζxvnL2 is controlled using (1.12) and
the first line of (4.3) since k ≥ c > 0 on the support of ζx.
The second term in (4.2) can be controlled, allowing for a change in cutoff func-

tions as announced above and taking into account terms already estimated, by��ζyv��L2 + nηvynL2 . The first of these is controlled by ��ζxyv��L2 + ��ζyvx��L2 by
Poincaré’s inequality, and both of these are controlled as above. Poincaré’s inequal-
ity and earlier estimates again show that the second term, nηvynL2 , is controlled by
nζ∂xηvynL2 +nηxvynL2 . The term nζ∂xηvyn2L2 is included in the third line of (4.3),
while the term nηxvynL2 is controlled by the second line of (4.3) since k ≥ c > 0 on
the support of ηx.
The third term in (4.2) is controlled by nζ∂x∂yvnL2 + n[∂x∂y, ζ] vnL2 . Now as-

suming here, as we may, that η = 1 on the support of ζ, the first of these terms
squared is included in the third line of (4.3). The second is controlled in terms of
n∇ (ζv)nL2 (for a cutoff function ζ with an enlarged support), which is the second
term in (4.2) and has already been controlled in the previous paragraph.
We have from (2.5) with k = k (x,w (x, y)) and L = ∂2x+∂yk (x,w (x, y)) ∂y that

]
R

�
|ζ∂xw|2 +

���ζ√k∂yw���2� ≤ −2]
R
(ζLw) (ζw) + 4A2

]
R
|(1w|2 + 4A2

]
R
k |(2w|2 .
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Since Lw = 0, we have nζunL2 +
���ζ√kv���

L2
≤ C nξwn∞, which by (3.3) proves the

first assertion in (4.3). Now replacing w by v we obtain

]
R

�
|ζ∂xv|2 + k |ζ∂yv|2

�
≤ −2

]
R
(ζLv) (ζv) + 4A2

]
R
|(1v|2 + 4A2

]
R
k |(2v|2 .

(4.4)

Now
U
R |(1v|2 ≤ C

U
R k |(1v|2 (since k ≥ c on the support of (1) and

U
R k

��(jv��2 ≤���ξ√kv���
L2
≤ C nκwn∞ by the previous inequality. Next, by (3.4),

����]R (ζLv) (ζv)
���� = ����]R �k2v2� ∂y �ζ2v�

���� ≤ ����]R �k2v2� �ζ2vy�
����+ ����]R �k2v2� �2ζζyv�

���� .
(4.5)

Now by our hypothesis (1.11), the second term is dominated by

C

]
R
ζ
��ζy�� k 3

2 |v|3 ≤ C
]
R
ζ
��ζy�� k 1

2 |v|2

since |kv| ≤ C by (1.12). Continuing, we bound the above by
C

]
R

��ζy��2 k |v|2 + C ]
R
|ζv|2 ≤ CA2

]
R
k |(2v|2 + CR21

]
R
|∂xζv|2

≤ CA2
]
R
k |(2v|2 + CR21

]
R
|ζ∂xv|2 + CR21

]
R
|ζxv|2 .

The first of these terms is dominated by CA2 nκwn2∞ by the first inequality in
(4.3). The second term on the right can be absorbed into the left side of (4.4)
for R1 sufficiently small, and the third is controlled since ζx is supported where
k ≥ c > 0. Indeed, we then have UR |ζxv|2 ≤ A2

c

U
R k |ξv|2, which is under special

control by the first line in (4.3).
The first term in (4.5) satisfies����]R �k2v2� �ζ2vy�

���� ≤ C

����]R
�
k
1
2 ζvy

��
ζkv2

����� ≤ Cε]R k |ζvy|2 + Cε
]
R

�
ζ2k2v4

�
≤ Cε

]
R
k |ζvy|2 + C

ε

]
R
(ζv)

2
,

by (1.12), where the term Cε
U
R ζk |vy|2 can be absorbed on the left side of (4.4),

and the remaining term is bounded by
C

ε
R21

]
R
|∂xζv|2 ≤ C

ε
R21

]
R
|ζ∂xv|2 + C

ε
R21

]
R
|ζxv|2 .

This can be handled as above, absorbing the first term on the right forR1 sufficiently
small, and using k ≥ c > 0 on the second term. This proves the second line in (4.3),
and hence also nζvnL2 ≤ C nκwn∞ by the one-dimensional Poincaré inequality.
In preparation for proving the third line in (4.3), we will now use the Moser

iteration technique to boost the integrability of v to nζvnL6 ≤ C nκwn∞. The
inequality in Lemma 2.8 yields]

R

���ζ∂xvβ��2 + k ��ζ∂yvβ��2� ≤ 2β2

2β − 1
����]R (ζLv) �ζv2β−1�

����
+

�
2β

2β − 1
�2
A2
]
R

��(1vβ��2 +� 2β

2β − 1
�2
A2
]
R
k
��(2vβ��2 ,
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for β > 1
2 . Now k ≥ c > 0 on the support of (1, and so

U
R
��(1vβ��2 ≤ C UR k ��(1vβ��2.

As a result of this together with (1.12), the second and third terms on the right
above are dominated by

C

�
β

2β − 1
�2
A2
]
R

���ξvβ− 1
2

���2 .(4.6)

Remark 4.1. Note that the inequality kv ≤ C from (1.12) has permitted us to
avoid using the difficult Lemma 2.10 to handle the term

U
R k

��(2vβ��2.
We will now show that the first term is bounded by a similar integral. We have����]R (ζLv) �ζv2β−1�

���� =

����]R �ζ∂yk2v2� �ζv2β−1�
����(4.7)

≤
����]R �ζk2v2� �ζ∂yv2β−1�

����+ 2 ����]R �ζyk2v2� �ζv2β−1�
���� .

Now the first integral here satisfies����]R �ζk2v2� �ζ∂yv2β−1�
����

=
2β − 1

β

����]R �ζk2vβ+1� �ζ∂yvβ�
���� ≤ C 2β − 1β

]
R

��ζkvβ+1�� ���√kζ∂yvβ���
≤ C 2β − 1

β

]
R

��ζvβ�� ���√kζ∂yvβ��� ≤ C
α

]
R

��ζvβ��2 + Cα]
R
k
��ζ∂yvβ��2 ,

since 2β−1
β ≤ 2. The second term here can be absorbed for α chosen small enough,

while by Poincaré’s inequality in one variable, the first is dominated by

C

α
R21

]
R

��∂xζvβ��2 ≤ C
α
R21

]
R

��ζ∂xvβ��2 + C
α
R21

]
R

��ζxvβ��2 .
The first integral on the right here can now be absorbed for R1 small enough, and

the second is at most C
αA

2R21
U
R
���ξvβ− 1

2

���2 since v ≤ C
k ≤ C

c on the support of ζx.

The second integral on the right side of (4.7) is at most

C

]
R
k
3
2

��ζyζv2β+1�� ≤ C ]
R

���ζyζv2β− 1
2

��� ≤ CA]
R

���ξvβ− 1
4

���2 ,
and together with the previous estimate, (4.6) and the fact that v is bounded below
by (1.12), this shows that]

R

���ζ∂xvβ��2 + k ��ζ∂yvβ��2� ≤ C � β

2β − 1
�2
A2
]
R

���ξvβ− 1
4

���2 .
Using the one-dimensional Poincaré inequality again along with the inequality

√
v ≤t

C
k ≤

t
C
c on the support of ζx, we conclude that]

R

��ζvβ��2 ≤ CR21

]
R

��∂xζvβ��2 ≤ CR21 ]
R

��ζ∂xvβ��2 + CR21 ]
R

��ζxvβ��2
≤ C

�
β

2β − 1
�2
R21A

2

]
R

���ξvβ− 1
4

���2 .
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Applying this with successively β = 5
4 ,

6
4 , ...,

12
4 , we obtain that]

R

��ζv3��2 ≤ C ]
R
|ξv|2 ≤ C nκwn2∞ .(4.8)

We now wish to show the third line in (4.3) is under special control by establishing
Lemma 3.2 without assuming that nζvn∞ is under special control, rather using only
that nξvnL6 is under special control along with our hypothesis (1.11), and of course
(1.12). The first step in proving Lemma 3.2 is the application of Corollary 2.7 with
k (x, y) replaced by k (x,w (x, y)), yielding an estimate for]

R

�
|∂x (ζ∂ηu)|2 + k |∂y (ζ∂ηu)|2

�
+

]
R

�
|∂x (ζ∂ηv)|2 + k |∂y (ζ∂ηv)|2

�
.(4.9)

Of course we really only need to estimate the integrals involving v. We remind the
reader that k refers to k (x,w (x, y)) here. It is crucial to note that our hypothesis
|k2| ≤ Ck 3

2 implies that k (x,w (x, y)) satisfies (1.5) - see (3.6). To illustrate the
remaining argument, consider the revised estimate for the following term which
arises in the proof just following (3.7):]

R
(ζ∂ηLv) (ζ∂ηv) =

]
R

�
ζ∂ηv2

�
(k2∂yζ∂ηv)−

]
R

�
v2
� ��
k2∂y, η∂ζ

2
�
∂ηv

�
(4.10)

−
]
R

�
ζ∂ηv2

� �
k2ζy∂ηv

�
= I + II + III.

For term I we use |k2| ≤ Ck 3
2 to get

|I| ≤ C
ε

]
R
k2
��∂ηv2��2 + ε

]
R
k |∂yζ∂ηv|2 ,

and absorb the second term into (4.9) as usual. The first term now satisfies]
R
k2
��∂ηv2��2 ≤ C

]
R
k2 |vη∂v|2 + C

]
R
k2
��(∂η) v2��2

≤ C nηvn21 + C n(∂η) vn2L2 ≤ C nηvn21 + CA2 nξwn∞ ,

since |kv| ≤ C by (1.12) again, and since nζvn2 is under special control. The first
term here is now absorbed into (4.9) by Poincaré’s inequality as in Theorem 3.4.
Term III is handled in similar fashion, using that

√
k∂ηv already has L2 norm

under special control.
For term II we use

�
k2∂y, η∂ζ

2
�
= k2ηy∂ζ

2 + k2η∂2ζζy − ηζ2 (∂k2) ∂y,

to obtain

|II| ≤
����]R �v2� �k2ηy∂ζ2∂ηv�+

]
R

�
v2
� �
k2η∂2ζζy∂ηv

�����+ ����]R �v2� �ηζ2 (∂k2) ∂y∂ηv�
���� .
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Now using |k2| ≤ Ck 3
2 , the first of the terms here satisfies����]R �v2� �k2ηy∂ζ2∂ηv�

���� = ����]R �v2� �k2ηyζ∂ζ∂ηv�+
]
R

�
v2
� �
k2ηy (∂ζ) ζ∂ηv

�����
≤ Cε

]
R
k |∂ζ∂ηv|2 + C

ε

]
R
k2
��ηyv2��2 + C ]

R
k2
��ηy (∂ζ) v2��2 + C ]

R
|∂ηv|2

≤ Cε
]
R
k |∂ζ∂ηv|2 + C

ε
A4 nξvn2L2 + C nηvn21 ,

where 0 < ε < 1 since kv ≤ C. The first term on the right above can be absorbed
into (4.9), while the second term, nξvnL2 , is under special control, and the third
term, nηvn21, can be absorbed into (4.9) by Poincaré’s inequality in one variable.
The term

U
R
�
v2
� �
k2η∂2ζζy∂ηv

�
is handled in the same way. Finally, the term

involving ∂k2 is handled separately for ∂ = ∂x and ∂ = ∂y as follows. In the case
∂ = ∂x, commuting one factor of ζ with ∂x we obtain����]R �v2� �ηζ2 (∂xk2) ∂y∂xηv�

���� = ����]R �v2� �ηζ2 (k21 + k22u) ∂y∂xηv�
����(4.11)

≤
����]R �ηζv2� (k21∂xζ∂yηv)

����+ ����]R �ηζv2� (k22u∂xζ∂yηv)
����

+

����]R �v2� (ηζζx (k21 + k22u) ∂yηv)
���� ,

where the final term here is under special control since ζx is supported where k is
bounded away from zero, and so by (1.12), where u and v are bounded. Indeed,
the final term is at most

C

]
R
|ζxv (∂yηv)| ≤

]
R

k

c
|ξv (∂yηv)| ≤ C

]
R
k |∂yηv|2 + C

]
R
k |ξv|2 ,

which is under special control by the first two lines of (4.3). The first two integrals
on the right side of (4.11) are dominated by

C

α

]
R

���ηζv 52 ���2 + α

]
R
|∂xζ∂yηv|2 ,

since |u| ≤ C√v and 0 < c ≤ v. The second term here can be absorbed into (4.9)
and the first is under special control.
Now we turn our attention to the case ∂ = ∂y. For the moment we will consider

k to mean k (x, y) and write k2 for (∂yk) (x, y), etc. We will need the fact that
|k2| ≤ Ck implies |∇k2| ≤ Ck 1

2 . Indeed, k − ck2 ≥ 0 and so by (1.5),
|∇ (k − ck2)| ≤ C

s
k − ck2 ≤ C

√
k

which implies by (1.5) again,

c |∇k2| ≤ |∇k|+ C
√
k ≤ C

√
k.

This inequality holds for (x, y) in a compact subset of Ω, and so |∇k2 (x,w (x, y))| ≤
Ck (x,w (x, y))

1
2 holds for (x, y) in a compact subset of the interior of TΩ. With

this we now have����]R �v2� �ηζ2 (∂yk2) ∂y∂yηv�
���� ≤ ����]R �v2� �ηζ2 (k22v) ∂y∂yηv�

����
≤

����]R �ηζv3�
�√
k∂yζ∂yηv

����� ,
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plus a term
U
R
��ηζv3�� ���√kζy∂yηv��� that is under special control by the Cauchy-

Schwartz inequality, (4.8) and the second line of (4.3). We continue with����]R �ηζv3�
�√
k∂yζ∂yηv

����� ≤ Cα
]
R

��ηζv3��2 + α

]
R
k |∂yζ∂yηv|2

where the first term is under special control and the second can be absorbed into
(4.9). Similar arguments handle the term

U
R (ζ∂ηLu) (ζ∂ηu) in (3.7), except that

this time we have ζ∂ηu = ζ∂xη∂w, which is either ζ∂xηu or ζ∂xηv, modulo terms
whose L2 norm is under special control. No factor of

√
k is needed to absorb this

term and so we only require the boundedness of the second order partial derivatives
of k that arise here. The remaining terms in (3.7) are easily handled using (1.11),
(1.12) and the terms already proven to be under special control, thereby establishing
that (4.9) is under special control, and completing the proof of the third assertion
in (4.3).
As indicated at the beginning, this completes the proof of Theorem 1.1.

4.2. The generalized equation.

Proof. (of Theorem 1.2) The proof is very similar to that of Theorem 1.1. The main
points are that inequality (1.5) persists for k (x, y, v, p, q) in a compact subset K of
Ω×R3, and can be applied to the quasilinear equation (1.8) since (x,w (x, y) , r (x, y) , z (x, y) , y)
lies in a compact subset of Ω × R3 for (x, y) ∈ R, a compact subset of Ω3, by the
C1 a priori estimates in say [1] (the proofs in this reference use only k ≥ 0 for
these estimates). Moreover, the gradients of the auxiliary functions r and z are
expressible in terms of z and the gradient of w times smooth functions, namely
from

rx = z + ywx, ry = ywy, zx = kwy, zy = −wx,(4.12)

where k is evaluated at (x,w (x, y) , r (x, y) , z (x, y) , y). Thus ∇z satisfies the same
estimates as does ∇w at any point in the argument, and then likewise for ∇r (recall
that the sup norm bounds of both z and r appear on the right side of the conclusion
of Theorem 1.2).
To illustrate, we consider the extension of Lemma 3.1 to the present setting. If

we set

L = ∂2x + ∂yhk (x, y) ∂y
where hk (x, y) = k (x,w (x, y) , r (x, y) , z (x, y) , y), and differentiate the equation
L (w) = 0 with respect to y, we obtain

L (∂yw) = −∂y
�
∂yhk� ∂yw.

By using (4.12), we have

∂yhk = k2wy + k3ywy − k4wx + k5
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where the partial derivatives kj are evaluated at the point (x,w (x, y) , r (x, y) , z (x, y) , y).
The key step in extending Lemma 3.1 is to estimate (with v = ∂yw and u = ∂xw)

−
]
R
(ζLv) (ζv) =

]
R

�
ζ∂y

�
∂yhk� v� (ζv) = ]

R
(ζ∂y (k2v + k3yv − k4u+ k5) v) (ζv)

=

]
R

�
ζ∂yk2v

2
�
(ζv) +

]
R

�
ζ∂yk3yv

2
�
(ζv)

−
]
R
(ζ∂yk4uv) (ζv) +

]
R
(ζ∂yk5v) (ζv) .

The first term on the right is the only term appearing in the proof of Lemma 3.1,
and it is evident that the same techniques apply to the remaining three terms. This
completes our discussion of the proof of Theorem 1.2.
We now extend the argument in the previous section to prove Theorem 1.3.

Additional considerations arise due to the interplay of partial derivatives of k and
the derivatives of r and z in (4.12).

Proof. (of Theorem 1.3) We suppose that w is a smooth solution of (1.8). If hk de-
notes the function k (x,w (x, y) , r (x, y) , z (x, y) , y), then a direct calcuation yields

∂xhk = k1 + k2wx + k3 (z + ywx) + k4kwy,(4.13)

∂yhk = k2wy + k3ywy − k4wx + k5.
Just as in the section on quasilinear equations, we continue to write k in place ofhk and continue to use variables x and y, writing kj with j = 1, 2, 3, 4, 5 to indicate
partial derivatives of k with respect to the original 5 variables x, y, v, p, q as in (1.9).
Thus for example, k4 means (recall that k = k (x, y, v, p, q))

(∂pk) (x,w (x, y) , r (x, y) , z (x, y) , y) .

We will say that an expression is under special control if it is dominated by

C (L) , when (x,w, r, z, y) ∈ L compact ⊂ Ω×R3.
We now establish analogues of the three successive assertions in (4.3). We have
from (2.5), namely

]
R

�
|ζ∂xw|2 +

���ζ√k∂yw���2� ≤ −2]
R
(ζLw) (ζw) + 4A2

]
R
|(1w|2 + 4A2

]
R
k |(2w|2 ,

and Lw = 0, that nζ∂xwn2+
���ζ√k∂yw���

2
≤ C nξwn∞, the analogue of the first line

of (4.3). We now wish to estimate, writing u = ∂xw and v = ∂yw as usual,]
R

�
|ζ∂xu|2 + k |ζ∂yu|2

�
+

]
R

�
|ζ∂xv|2 + k |ζ∂yv|2

�
.(4.14)

Note that it is necessary to include the k-energy of u as well as v this time because
the formulas in (4.13) each involve both u and v on the right hand side. Replacing
w by v in (2.5) we obtain]
R

�
|ζ∂xv|2 + k |ζ∂yv|2

�
≤ −2

]
R
(ζLv) (ζv) + 4A2

]
R
|(1v|2 + 4A2

]
R
k |(2v|2

≤ −2
]
R
(ζLv) (ζv) +TUSC,
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where TUSC stands for terms under special control. Indeed, the indicated integrals
are TUSC since

U
R |(1v|2 ≤ C

U
R k |(1v|2 (since k ≥ c > 0 on the support of

(1) and
U
R k

��(jv��2 ≤ ���ξ√kv���2
L2
≤ C nκwn2∞ by the earlier inequality. Next we

compute ]
R
(ζLv) (ζv) = −

]
R
(ζ∂y (∂yk) v) (ζv)(4.15)

= −
]
R
(ζ∂y (k2v + k3yv − k4u+ k5) v) (ζv)

=

]
R
v2k2

�
∂yζ

2v
�
+

]
R
yv2k3

�
∂yζ

2v
�

−
]
R
uvk4

�
∂yζ

2v
�
+

]
R
vk5

�
∂yζ

2v
�
.

Now we use the hypotheses
√
k |u| ≤ C and kv ≤ C as well as ∂yζ2v = 2ζζyv+ζ2∂yv

and note that 2
√
kζyv has L

2 norm under special control, and that the L2 norm of
αζ
√
k∂yv can be absorbed into (4.14) for α sufficiently small. Moreover, we claim

that 1α
U |ζv|2 is a sum of terms that can either be absorbed into (4.14) or are under

special control. Indeed, by Poincaré’s inequality in one variable,

1

α

]
|ζv|2 ≤ C 1

α
R21

]
|∂xζv|2 ≤ C 1

α
R21

]
|ζxv|2 + C

1

α
R21

]
|ζ∂xv|2 .

The first term is under special control since k ≥ c > 0 on the support of ζx, while
the second can be absorbed for R1 sufficiently small.
For the remainder of the proof of (4.14), we will say that a term can be handled

if it can be decomposed into a sum of terms that can either be absorbed into
(4.14) or are under special control. We will sometimes write TUSCA (Terms
Under Special Control or Absorbable) to designate terms that can be handled.
From these observations, we now see that in (4.15), we need |k2| ≤ Ck 3

2 to handleU
R ζv2k2 (ζ∂yv), |k3| ≤ Ck

3
2 to handle

U
R ζyv2k3 (ζ∂yv), |k4| ≤ Ck to handleU

R ζuvk4 (ζ∂yv), and |k5| ≤ Ck
1
2 to handle

U
R ζvk5 (ζ∂yv). The corresponding

terms where ∂y hits ζ are handled similarly. Now we turn to]
R

�
|ζ∂xu|2 + k |ζ∂yu|2

�
≤ −2

]
R
(ζLu) (ζu) + 4A2

]
R
|(1u|2 + 4A2

]
R
k |(2u|2

= −2
]
R
(ζLu) (ζu) +TUSC,

where the terms designated TUSC are under special control since nζunL2 is under
special control. We thus compute

−
]
R
(ζLu) (ζu) =

]
R
(ζ∂y (∂xk) v) (ζu)

=

]
R
(ζ∂y (k1 + k2u+ k3 (z + yu) + k4kv) v) (ζu)

=

]
R
vk1

�
∂yζ

2u
�
+

]
R
uvk2

�
∂yζ

2u
�

+

]
R
(zv + yuv) k3

�
∂yζ

2u
�
+

]
R
v2k4k

�
∂yζ

2u
�
.
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Now we use ∂yζ
2u = 2ζζyu+ ζ2∂yu and note that 2ζyu has L

2 norm under special
control, and that αζ∂yu can be absorbed into (4.14) in L2 norm for sufficiently small
α if multiplied by a factor

√
k. Using

√
k |u| ≤ C and kv ≤ C together with the

fact that
U |ζv|2 can be handled, we see that all of the above integrals are TUSCA.

This completes the proof that (4.14) is under special control, the analogue of the
second line of (4.3).
Altogether we now have that

nξ∂xvnL2 +
���ξ√k∂yv���

L2
+ nξ∂xunL2 = TUSC.(4.16)

By the Poincaré inequality in one variable, together with k ≥ c > 0 on the support
of ζx, and |u| ≤ C

√
v, we also have that

nξvnL2 + nξunL4 = TUSC.(4.17)

The next step, following the proof in the previous section, is to use the Moser
interation technique to show that nζvnL6 is under special control. The inequality
in Lemma 2.8 yields]

R

���ζ∂xvβ��2 + k ��ζ∂yvβ��2� ≤ 2β2

2β − 1
����]R (ζLv) �ζv2β−1�

����(4.18)

+

�
2β

2β − 1
�2
A2
]
R

��(1vβ��2 +� 2β

2β − 1
�2
A2
]
R
k
��(2vβ��2 ,

for β > 1
2 . Now k ≥ c > 0 on the support of (1, and so

U
R
��(1vβ��2 ≤ C UR k ��(1vβ��2.

As a result of this together with (1.12), the second and third terms on the right
above are dominated by

C

�
β

2β − 1
�2
A2
]
R

���ξvβ− 1
2

���2 .
We will now show that the first term is bounded by a similar integral plus terms
which can be absorbed. We have]

R
(ζLv) �ζv2β−1� = −]

R
(ζ∂y (∂yk) v)

�
ζv2β−1

�
(4.19)

= −
]
R
(ζ∂y (k2v + k3yv − k4u+ k5) v)

�
ζv2β−1

�
=

]
R
v2k2

�
∂yζ

2v2β−1
�
+

]
R
yv2k3

�
∂yζ

2v2β−1
�

−
]
R
uvk4

�
∂yζ

2v2β−1
�
+

]
R
vk5

�
∂yζ

2v2β−1
�
.

The first integral on the right satisfies

����]R v2k2 �∂yζ2v2β−1�
���� = ����]R �ζk2v2� �ζ∂yv2β−1�+ 2

]
R

�
ζyk2v

2
� �
ζv2β−1

����� ,
and just after (4.7) in subsection 4.1, we showed that the first integral here satisfies����]R �ζk2v2� �ζ∂yv2β−1�

���� ≤ C

α

]
R

��ζvβ��2 + Cα ]
R
k
��ζ∂yvβ��2

≤ C

α
R21

]
R

��ζ∂xvβ��2 + C
α
A2R21

]
R

���ξvβ− 1
2

���2 + Cα]
R
k
��ζ∂yvβ��2 ,
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since 0 < c ≤ k ≤ Cv−1 on the support of ζx, while the second integral is at most
C

]
R
k
3
2

��ζyζv2β+1�� ≤ CA]
R

���ξvβ− 1
4

���2 .
Using the inequalities |k3| ≤ Ck 3

2 , |k4| ≤ Ck and |k5| ≤ Ck 1
2 , we can show similar

estimates for the remaining terms in (4.19), and then absorbing the relevant terms
into the left side of (4.18) yields]

R

���ζ∂xvβ��2 + k ��ζ∂yvβ��2� ≤ C (β)A2 ]
R

���ξvβ− 1
4

���2 .
Using the one-dimensional Poincaré inequality again, we conclude that

]
R

��ζvβ��2 ≤ CR21 ]
R

��∂xζvβ��2 ≤ CR21 ]
R

��ζ∂xvβ��2 + CR21 ]
R

��ζxvβ��2 ≤ C (β)R21A2 ]
R

���ξvβ− 1
4

���2 .
Applying this with successively β = 5

4 ,
6
4 , ...,

12
4 , we obtain that

U
R
��ζv3��2 ≤ C nκwn2∞.

We now wish to show the analogue of the third line in (4.3). As in (4.9) we
estimate]

R

�
|∂x (ζ∇ηu)|2 + k |∂y (ζ∇ηu)|2

�
+

]
R

�
|∂x (ζ∇ηv)|2 + k |∂y (ζ∇ηv)|2

�
.(4.20)

In order to apply Corollary 2.7, we need |∂xk| + |∂yk| ≤ Ck 1
2 . From (4.13) and

|u|2 ≤ Cv ≤ Ck−1, we see that this in fact holds provided |ki| ≤ Ckd(i) with
d (i) = 3

2 for i = 2 and 3, 1 for i = 4,
1
2 for i = 5 and 1. This allows us to complete

the estimation of all terms which result from Corollary 2.7, except the main terms
involving Lu and Lv. To estimate these main terms, we begin by using

Lu = −∂y
�
k1v + k2uv + k3 (zv + yuv) + k4kv

2
�
,

Lv = −∂y
�
k2v

2 + k3yv
2 − k4uv + k5v

�
,

to obtain]
R
(ζ∂ηLu) (ζ∂ηu) = −

]
R

�
ζ∂η∂y

�
k1v + k2uv + k3 (zv + yuv) + k4kv

2
��
(ζ∂ηu)

= Iu + IIu + IIIu,

and]
R
(ζ∂ηLv) (ζ∂ηv) = −

]
R

�
ζ∂η∂y

�
k2v

2 + k3yv
2 − k4uv + k5v

��
(ζ∂ηv)

= Iv + IIv + IIIv,

where the decompositions into Iu+IIu+IIIu and Iv+IIv+IIIv are as in (4.10),
now forming a commutator for each ∂yki. We have

Iu =

]
R
(ζ∂ηv) k1 (∂yζ∂ηu) +

]
R
(ζ∂ηuv) k2 (∂yζ∂ηu)

+

]
R
(ζ∂η (zv + yuv)) k3 (∂yζ∂ηu) +

]
R

�
ζ∂ηv2

�
k4k (∂yζ∂ηu)

and

Iv =

]
R

�
ζ∂ηv2

�
k2 (∂yζ∂ηv) +

]
R

�
ζ∂ηyv2

�
k3 (∂yζ∂ηv)

−
]
R
(ζ∂ηuv) k4 (∂yζ∂ηv) +

]
R
(ζ∂ηv) k5 (∂yζ∂ηv) .
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To handle these terms, we note that α
√
k∂yζ∂ηu and α

√
k∂yζ∂ηv have L2 norms

that can be absorbed into (4.20) for sufficiently small α. We can also absorb the
L2 norms of terms of the form 1

αζ∂ηu and
1
αζ∂ηv by using the Poincaré inequality

in one variable. Finally, we see that all of the above terms can be handled with our
hypotheses on kj by manipulations of the form

ζ∂ηv2 = 2v (ζ∂ηv)− ζ (∂η) v2,

and

∂yζ∂ηu = [∂y, ζ∂η]u− [∂x, ζ∂η] v + ∂xζ∂ηv,

where we have used ∂yu = ∂xv. For example, the first equality renders the first
integral on the right side of Iv tractable as follows:����]R �ζ∂ηv2� k2 (∂yζ∂ηv)

���� ≤ ����]R (2v (ζ∂ηv)) k2 (∂yζ∂ηv)
����+ ����]R �ζ (∂η) v2� k2 (∂yζ∂ηv)

����
≤

]
R
(2v |ζ∂ηv|) k 3

2 |∂yζ∂ηv|+
]
R

��ζ (∂η) v2�� k 3
2 |∂yζ∂ηv|

≤
]
R
(2 |ζ∂ηv|) k 1

2 |∂yζ∂ηv|+
]
R
|ζ (∂η) v| k 1

2 |∂yζ∂ηv| .

Here we can absorb
���k 1

2 ∂yζ∂ηv
���
L2
and then use Poincaré in one variable to absorb

nζ∂ηvnL2 , and finally note that nζ (∂η) vnL2 is under special control. The second
identity renders the third integral on the right side of Iv tractable as follows:]
R
(ζ∂ηuv) k4 (∂yζ∂ηv) =

]
R
(ζ∂ηuv) k4 ([∂y, ζ∂η]u)

−
]
R
(ζ∂ηuv) k4 ([∂x, ζ∂η] v) +

]
R
(ζ∂ηuv) k4 (∂xζ∂ηv) .

Each of the terms

[∂y, ζ∂η]u = ζy∂ηu+ ζ∂ηyu and [∂x, ζ∂η] v = ζx∂ηv + ζ∂ηxv

lies in L2 under special control since ∂u = ∂x∂w ∈ L2 under special control by
(4.16) and (4.17), and ζx and ηx are supported where k ≥ c > 0. Moreover ∂xζ∂ηv
has L2 norm that can be absorbed into (4.20). Then we can use]

R
|(ζ∂ηuv) k4|2 ≤

]
R
|(ζ∂ηu) vk|2 +

]
R
|(ζ∂ηv)uk|2 +TUSC

≤ C

]
R
|(ζ∂ηu)|2 +

]
R
k |(ζ∂ηv)|2 +TUSC

≤ C

]
R
|(ζ∂xη∂w)|2 +

]
R
k |(ζ∂ηv)|2 +TUSC.

Thus by (4.16) and (4.17) all of the terms in Iu and Iv are now under special control.
The type III terms are given by

IIIu =

]
R
(ζ∂ηv) k1

�
ζy∂ηu

�
+

]
R
(ζ∂ηuv) k2

�
ζy∂ηu

�
+

]
R
(ζ∂η (zv + yuv)) k3

�
ζy∂ηu

�
+

]
R

�
ζ∂ηv2

�
k4k

�
ζy∂ηu

�
,
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and

IIIv =

]
R

�
ζ∂ηv2

�
k2
�
ζy∂ηu

�
+

]
R

�
ζ∂ηyv2

�
k3
�
ζy∂ηu

�
−
]
R
(ζ∂ηuv) k4

�
ζy∂ηu

�
+

]
R
(ζ∂ηv) k5

�
ζy∂ηu

�
,

and are handled in similar fashion to the type I terms.
We now turn to the type II terms, which require the hypotheses |kij | ≤ Ck 1

2

for 2 ≤ i, j ≤ 5. Since by the hypothesis (1.10) we already have |kj | ≤ Ck for
2 ≤ j ≤ 4, it follows from (1.6) as before that if ckj ≤ k, then

c |∇kj | = |∇k −∇ (k − ckj)| ≤ |∇k|+ |∇ (k − ckj)| ≤ C
√
k + C

t
(k − ckj) ≤ Ck 1

2

for 2 ≤ j ≤ 4. Thus |k55| ≤ Ck 1
2 is the only second derivative estimate that must

be assumed in the hypotheses. We begin with the identities�
kj∂y, η∂ζ

2
�
= kjηy∂ζ

2 + kjη∂2ζζy − ηζ2 (∂kj) ∂y

= Aj +Bj − Cj ,
for 1 ≤ i, j ≤ 5. We will write IIu = IIuA + II

u
B + II

u
C , II

u
A =

S4
j=1 II

u
Aj
and

IIvA =
S5
j=2 II

v
Aj
etc. with the obvious meanings. We have

IIuA =

]
R
vA1∂ηu+

]
R
uvA2∂ηu+

]
R
(zv + yuv)A3∂ηu+

]
R
kv2A4∂ηu

=

]
R
vk1ηy∂ζ

2∂ηu+

]
R
uvk2ηy∂ζ

2∂ηu

+

]
R
(zv + yuv) k3ηy∂ζ

2∂ηu+

]
R
kv2k4ηy∂ζ

2∂ηu

and these terms can be decomposed into terms that are either under special control,
or can be absorbed into (4.20) after applying the Poincaré inequality in one variable.
Indeed, since ∂u = ∂x∂w, we have ∂ζ∂ηu = ∂xζ∂η (∂w) modulo terms of the
form ∂xu, ∂yu, ∂xv and ∂yv with appropriate cutoff functions included, and terms
involving only u, v or w with cutoff functions. Now the terms of the form ∂xu
and ∂yu = ∂xv have L2 norm under special control since the integrals in (4.14) are
under special control. The remaining term ∂yv can be absorbed into (4.20) after
applying the Poincaré inequality in one variable so as to obtain the L2 norm of
∂x∂yv (with cutoff functions) multiplied by R21. Finally the main term ∂xζ∂η (∂w)
has L2 norm that can be absorbed into (4.20) if multiplied by a sufficiently small
α. Similarly the term IIuB is under special control.
Turning to the term IIuC we have

IIuC =

]
R
vC1∂ηu+

]
R
uvC2∂ηu+

]
R
(zv + yuv)C3∂ηu+

]
R
kv2C4∂ηu

=

]
R
vηζ2 (∂k1) ∂y∂ηu+

]
R
uvηζ2 (∂k2) ∂y∂ηu

+

]
R
(zv + yuv) ηζ2 (∂k3) ∂y∂ηu+

]
R
kv2ηζ2 (∂k4) ∂y∂ηu.
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We now need the second derivatives,

∂xkj = ∂xkj (x,w, r, z, y) = kj1 + kj2u+ kj3 (z + yu) + kj4kv,

∂ykj = ∂ykj (x,w, r, z, y) = kj2v + kj3yv − kj4u+ kj5.
Considering first the case ∂ = ∂x, we compute

IIuC1 =

]
R
vC1∂ηu =

]
R
vηζ2 (∂xk1) ∂y∂ηu

=

]
R
vηζ2 (k11) ∂y∂ηu+

]
R
vηζ2 (k12u) ∂y∂ηu

+

]
R
vηζ2 (k13 (z + yu)) ∂y∂ηu+

]
R
vηζ2 (k14kv) ∂y∂ηu.

Now since ∂yu = ∂xv, we can write as above ζ∂y∂ηu = ∂xζ∂ηv modulo terms
either with L2 norm under special control, or that can be absorbed into (4.20) after
applying the Poincaré inequality in one variable. Since the term ∂xζ∂ηv has L2

norm that can be absorbed into (4.20) if multiplied by a sufficiently small α, and
nξvnL6 is under special control, we see that we need |kij | ≤ C to obtain that IIuC1
is under special control. Similarly, we have IIuCc is under special control for all c
provided |kij | ≤ C. This completes the proof that IIuC is under special control in
the case ∂ = ∂x.
Turning now to the case ∂ = ∂y, we compute

IIuC1 =

]
R
vC1∂ηu =

]
R
vηζ2 (∂yk1) ∂y∂ηu

=

]
R
vηζ2 (k12v) ∂y∂ηu+

]
R
vηζ2 (k13yv) ∂y∂ηu

−
]
R
vηζ2 (k14u) ∂y∂ηu+

]
R
vηζ2 (k15) ∂y∂ηu.

Again we can write ζ∂y∂yηu = ∂xζ∂yηv modulo terms either with L2 norm under
special control, or that can be absorbed into (4.20) after applying the Poincaré in-
equality in one variable. Since the term ∂xζ∂yηv has L2 norm that can be absorbed
into (4.20) if multiplied by a sufficiently small α, we see that IIuC1 is under special
control since nξvnL6 is. Similarly, we have IIuCc is under special control for all c
provided |kij | ≤ C. This completes the proof that IIuC is under special control in
the case ∂ = ∂y.
We now investigate the corresponding estimates for IIvA, II

v
B and II

v
C . We have

IIvA =

]
R
v2A2∂ηv +

]
R
yv2A3∂ηv −

]
R
uvA4∂ηv +

]
R
vA5∂ηv

=

]
R
v2k2ηy∂ζ

2∂ηv +

]
R
yv2k3ηy∂ζ

2∂ηv

−
]
R
uvk4ηy∂ζ

2∂ηv +

]
R
vk5ηy∂ζ

2∂ηv.

Now
√
k∂ζ∂ηv can be absorbed into (4.20) if multiplied by a sufficiently small α,

kv ≤ C, ξv lies in L2 under special control, and the L2 norm of ζ∂ηv can be
absorbed using Poincaré’s inequality in one variable. Thus we see that we need
|k2| ≤ Ck 3

2 , |k3| ≤ Ck 3
2 , |k4| ≤ Ck and |k5| ≤ Ck 1

2 in order to have IIvA under
special control. Similarly the term IIvB is under special control.
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Turning to the term IIvC we have

IIvC =

]
R
v2C2∂ηv +

]
R
yv2C3∂ηv −

]
R
uvC4∂ηv +

]
R
vC5∂ηv

=

]
R
v2ηζ2 (∂k2) ∂y∂ηv +

]
R
yv2ηζ2 (∂k3) ∂y∂ηv

−
]
R
uvηζ2 (∂k4) ∂y∂ηv +

]
R
vηζ2 (∂k5) ∂y∂ηv.

We recall the second derivatives,

∂xkj = ∂xkj (x,w, r, z, y) = kj1 + kj2u+ kj3 (z + yu) + kj4kv,

∂ykj = ∂ykj (x,w, r, z, y) = kj2v + kj3yv − kj4u+ kj5.
Considering first the case ∂ = ∂x, we compute

IIvC2 =

]
R
v2C2∂ηv =

]
R
v2ηζ2 (∂xk2) ∂y∂ηv

=

]
R
v2ηζ2 (k21) ∂y∂ηv +

]
R
v2ηζ2 (k22u) ∂y∂ηv

+

]
R
v2ηζ2 (k23 (z + yu)) ∂y∂ηv +

]
R
v2ηζ2 (k24kv) ∂y∂ηv.

Now ζ∂y∂xηv = ∂xζ∂yηv modulo a term that is under special control by (4.16) since
it is supported where k ≥ c > 0. Since ∂xζ∂yηv has L2 norm that can be absorbed
into (4.20) if multiplied by a sufficiently small α, and since nξvnL6 is under special
control, we see that IIvC2 is under special control. Similarly, we have II

u
Cc
is under

special control for all c provided |kij| ≤ C. This completes the proof that IIvC is
under special control in the case that ∂ = ∂x.
Turning now to the final case ∂ = ∂y, we compute

IIvC2 =

]
R
v2C2∂ηv =

]
R
v2ηζ2 (∂yk2) ∂y∂ηv

=

]
R
v2ηζ2 (k22v) ∂y∂ηv +

]
R
v2ηζ2 (k23yv) ∂y∂ηv

−
]
R
v2ηζ2 (k24u) ∂y∂ηv +

]
R
v2ηζ2 (k25) ∂y∂ηv.

This time we need an additional factor of
√
k to go with ∂yζ∂yηv so that

√
k∂yζ∂yηv

has L2 norm that can be absorbed into (4.20) if multiplied by a sufficiently small
α. Since nξvnL6 is under special control, we see that we only need |k2j | ≤ Ck

1
2 for

2 ≤ j ≤ 5 in order to have IIvC2 under special control. As mentioned above, these
follow from our assumption that |k2| ≤ Ck 3

2 . Similarly, we have IIvCi under special
control for i = 3, 4, 5 if |kij | ≤ Ck 1

2 for 2 ≤ i, j ≤ 5. Again, this follows from our
assumptions on k2, k3, and k4, with the exception of |k55| ≤ Ck 1

2 , which is part
of the hypotheses. This completes the proof that IIvC is under special control in
the case ∂ = ∂y, and with this, the proof that the main terms in the application
of Corollary 2.7 to (4.20) are under special control. The remaining terms are easier
to handle, and then just as in the previous section, we conclude that nζunL∞ and
nζvnL∞ are under special control. Theorem 1.2 now completes the proof of Theorem
1.3.
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